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FOREWORD 

Water resources development i essential for the econo
mic and social progress of mankind. Rapid population 
growth and ever-increasing living standard have resulted 
in a sharp rise in human requirements of water, neccs itating 
expeditious development of the availabl water resource, and 
their proper management. The time is perhaps not too far 
when suitable technologies may have to b evolved for 
augmenting water re ourees to cater to the need of areas 
with inadequate water supplies. Some of the present con
cepts of water resources management also require modifica
tion in order to deal more effectively with the problems of 
socio-economic growth. There is a continual need to evolve 
newer technologies and ocial innovations to solve wuter 
problems. This calls for a concerted international effort. 

The International Water Resources Association 
organises biennially World Congresses to facilitate inter
disciplinary exchange of information and experiences on the 
problems met with in different countries in the optimal and 
economic development and utilisation of water resources. 
'Water for Human Needs' is the theme of the Association's 
Second World Congress on Water Re ouree , New Delhi, 
]2-16 December 1975. 

There bas been an excellent response to the call for 
papers for the Congres. About 600 papers by experts from 
43 countries were received for consideration. However in 
view of certain constraints, it has been possible to include 
only 261 papers in the Congress programme. These papers 
have been grouped under : 

Water for Human Needs Energy 
Food 
Health 
General 



In the 'General' group, the papers deal with various 
aspects of water resources planning, development, manage
ment, technology, ecology and education, and meteorology. 

The papers contain valuable data and information, 
present several new concepts and methodologies, and detail 
experiences. These have been compiled and printed as 
Proceedings of the Congress in the following five volumes: 

Volume I Energy and Food 
II Health and Planning 

III Development and Meteorology 
IV Management and Education 
V Technology and Ecology 

The discussions at the Congress will be published in 
Volume VI. 

The Indian Committee of the International Water 
Resources Association is thankful to the authors for their 
useful contributions. It also owes its grateful thanks 10 the 
members of the Technical Programme Committee for their 
review of papers. 

c. V. J. VARMA 

Organising Secretary 
Second World Congress on Water Resources 
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Simulation of Unit Hydrograph by Isochrone Method 
for Water Resources Planning in Thailand 

WIROJ SANGV AREE 
Chief of Hydrometeorology Division, Meteorological Department 

Bangkok, Thailand . 

YNOPSJS 

A first attempt t(} simulate unit hydrographs of the river basins ill Thailand by the 
isoc/zrone m ethod lVas presented. Two river hasinv (drainage areas of 809 and 4,074 slf 
km), located in the central and western parIS of Thailand, were selected for Ihis Sll/(Zl '. 
The J-day unit h)'drographs of the two hasins were firstly developed from Ihe al'ailable 
daily rainfall and streamflow data by the ('omen tional mel hods. Later/y the illstalltalle
ous unit hydrographsfor both basins were simulated by rhl! hasin -area.l· routillg or 
the isochrone method and were com'erted to th e I-day lInit hydrographs for COIII

parisons. The results of study indicated the I-day unit h.l'drographs develop(·d hy the 
two methods were' similar and close to each other for both basins. 

1. Introduction 

Attempts to develop general method for synthe izing 
unit hydrographs for ungaged watersheds had led to 
the use of runoff-routing or area-routing procedure (1). 
Rainfall excess or surface runoff was routed through 
basin storage to produce surface runoff hydrograph 
which is usually the portion of a hydrograph excluding 
basc flow. Conceptually, this method or the isochrone 
method (2) has tbe advantage of allowing expression of 
the differing areal distribution of rainfall and infiltration 
characteristics over the drainage area. 

A relatively small number of the streams in Thailand 
are gaged, Accordingly, enough streamflow (or river 
flow) data is not always available for planning of water 
resources development project, especially for remote 
area where streamflow measurement is lacking. There
fore, there exists problem, whicb takes the form of 
assessing the flood hydrograph by indirect methods like 
synthetic unit hydrographs, transposition of flood 
hydrographs , etc., derived from flood data observed 
elsewhere. 

The main objective of this study is to investigate the 
method of simulation of unit hydrographs by isochrone 
method for river basins in Thailand. The study is also 
aimed to derive the unit hydrographs, which will be 

useful for future water resources develnplllcn t planni ng, 
as well as for the trial flood forecasting program of the 
selected basins. 

2 . Descriptions of Selected River Basins 

Due to limiting time, only two river ba~ins as shown 
in igures 1& 2, were selected for thiS st udy. Kang Sida 
basin having drainage arca of 809 sq km, is localed on 
the upper end of the Pasak River basin. Thong Pha 
Phum basin with drainage area of 4,074 sq km, is 
situated on the upper end of Khwae Noi River basin. 
Both basi ns are predominantly covered by tropical 
rainforests and only small percentages or areas along the 
river banks are in cultivations. 

3. Isochrone Method and Routing Equations 

The shape of hydrograph from a ba~in is dcpendent 
on the travel time through the bas in and on the shape 
and storage characteristics of the basin. Considering 
excess rainfall (or runoff) to be inflow and the hydro
graph to be outflow, the problem is analogous to 
sturage routlllg. Inflow may be lagged by dividing the 
basin area into sub-areas by isochrones of travel time 
from the outlet (Figure I). The area between isochroncs 
is then measured and a time-area diagram is drawn. 
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pasak River 

Map of Thailand 

, 

\ 

\ 

\ 

150chrones ( hours) 

• Rainfall station 

• Gauging station 
Kang Sida sasin (area B09 sq. km ) 

FIGURE I : Isochronl's and river channel sys tems of Kanl: Sida basin and approximate 
locat ions of the selected bllsins. 

Routing the time-area diagram by the Muskingum 
method yields the outflow hydrograph after adjustment 
for units. The resulting hydrograph is called an 
instantaneous unit hydrograph and can be converted to 
a unit hydrograph for any duration. 

The difference between inflow (I,) to the rescrvoir or 
the river channel reach and the outflow (Q,) is the rate 

of change of storage, which is an expre sion of conti
nuity, 

dS, I, - Q, = -
dt 

... (1) 

A linear reservoir is a fictitiou reservoir in which. the 
storage (S) is directly proportional to the outflow, 

S, = KQ, ... (2) 
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\ , 
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\ 

" \ 
) 

River 

• Rainfall station 

~ Gauging station \ 

/ 
Thong Pha P!lJm Basin (area 4074 sq.km) \ _ _ ,...., ' ._.,.... ,_,-_,--

FIGURE 2: Drainage urea and river-channel systems of Thong Pha Phum basin . 

For a river channel reach, Muskingum(8) assumes, 

Sf = K [x It+(l -x) Qt] ... (3) 

The storage constant K has the dimension of time 
and depends on units of flow and storage, the constant 
x expresses the effect of inflow and outflow in determin
ing storage. For a simple reservoir, where inflow has 
no effect x = O, and Equation (3) becomes Eq uation (2). 

Using subscripts 1 and 2 to represent the beginning 
and end of the routing period (,6.t) reo pectively, 
Equation (I) and Equation (2) can be combined and 

converted to : 

where, 

and 

Q2 = Co i 2+C1 11+ C2 Q, 
CO = (Kx-O'S f). t)/(K-Kx+O·5 6t) 
C1 = (Kx+O'S f). t)/(K-Kx -I-O·5 f). t) 
C = (K-Kx-O'S f).t)/(K-Kx+ O·5 6 t) 

.. . (4) 

... (5) 

.. . (6) 

... (7) 

With K, x and 6 t established, values Co' C1 and Cz can 
be computed from Equations (5) to (7) . The r luting 
operation is simply a solution of Equation (4) with Q2 
of one routing period becoming Ql of the succeeding 
period. 
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FIGURE 3 : Comparisons of the today unit hydrographs resulted from this study. 
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4 . Derivation of Unit Hydrograpb 

The available streamflow data of the selected ba ins 
a re publi sbed in the form of Olean da ily flows. Accord
ingly the daily streamflow and rainfall data of three 
years of rccord were taken to derive I-day unit hydro
graphs for each basin. 

Eight suitable hydrographs were chosen for each 
basin to perform hydrngra ph separation, and their 
associated daily basin rainfalls were computed by 
Thiessen method. U sing the ¢ -index method, thc 
effective rainfall (direct-runoff) was initiall y determined 
and adjusted by assuming exponcntial infiltration 
losses. 

For the direct-runoff hydrograph of a simple storm, 
the unit hydrograpb (total runolf of 10 mm) was 
determined by the assumption of proportional ordina tes. 
The method of successive approximati ons was used t o 
obtain unit hydrograph resulted frtl m a complex storm. 
The details of derivations had been published in 
Ref. (2) to (4). 

The average I-day unit hydrographs of both basins 
obtained from thi s study were sh own in Figure 3. The 
solid-line graphs represent the in)o.tantanenus discharges, 
which were drawn to fit the mean dail y fl ows of the 
I-day unit hydrographs by trials 

5. Simulation of Unit Hydrographs 

The basin lag (T1) and storage constant (K) for eac h 
basin were firstly estimated from the time interval 
between cessati on of rainfall and point of contraflcxure 
on the recession limb, and the slopc of hydrograph at 
this point. The isochrones were drawn on the basin 
area map by dividing the length of main stream. 
extended to the basin boundary, into appropriate equal 
parts, and establishing additional p oint on each 
tributary by stepping off thc Same lengths along the 
tributary streams. The ba in-area-time diagram was 
obtained by planimetering thc area between successive 
isochrones (which was not shown here). 

Using the routing equations and procedures a s 
described in Section 3, the instantaneous unit hydro
graph for each basin was simulated. 1t was later.ly 
converted to I-day unit hydrograph by S-curvc analYSIS. 
Details of simulating procedures of this method had 
been published in Ref. (1) & (3). 

The simulated l-day unit hydrographs for both 
basins were shown in Figure 3, which demonstrated the 

simil arity and closenes of the simulated and derived 
uuit hydrogra ph for each basin . 

6 . Conclu ions 

The foll owing conclusions may be drawn from th is 
study : 

(I) The unit hydrographs simulated by the 
isochrone m eth od arc simil:ll' and elo e to the 
unit hydrographs derived by the co n\' ent ional 
meth od for both b as ins. This re. ult is, th ere
fo re. a fine confirmati on of the usc of i$\1chrone 
method for simulation 01 un it h) drognlphs. 

(2) Th e basin- torage characteri stic of Kang Sida 
ba sin may be reprcsent t'd by the rc~ervoir
sto rage type (x = 0), with pat amw:rs Tl = 16 
hours and K = 24 hours. 

(3) F o r Thong Pha Phum ba~i n, the bUhin-storagc 
model is of I.:h annel-s torage lype (.1 = 0'23 ). 
with pa ra meters T} = 40 hours and K = 40 
hours. 

Results of thi s study indi <.:a te the fo ll owing areas 
warrant future study: 

(I) Ba 'ins of wide range of geographic cOl1lliti Cl ll s 
in Thailand should be invest.i gated by th e ~ illlil a r 
approach. 

(2) Relationships betwecn the basin-storage-model 
param eters and the b a~ in- phys iogra!1hi c factors 
sho uld al so be inves tiga ted. 

Such studies might increase the physica l und erstand
ing of the ba~in-s t()ra ge-model parameters, and pOSS ibly 
be useful for synthesizing unit hydrographs fo r ungaged 
basin in Thailand . 
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On the Statistical Characteristics of Streamflow 
for Water Management Calculations 

G. L. GRIGOLlA 
Ca nd o Eng., docent 

A. N. KILASONIA 
Cand. Eng., docent 

Hydrologic Department, Tbilisi State University , Tbilisi. USSR. 

SYNOPSIS 

The authors suggest to describe the streamflow process using Johnson distribution 
limited at both ends. The methods of determination of the probability distribution limits 
have been developed on the basis of numerous calcl/lettiolls of the act/lally obsened data. 
The best etgreement between these and the historical data has been achieved hy changing 
the date of begillning of the hydrologic year. As opposed to other prohability distrihutiOIl 
laws, in this case no certain relation between the skewness and variation coefficient values 
is needed. The experimental calculations have lead to the collc/usion til(/( changillg Ih(' 
starting date of the hydrologic year it is possible to change considerab ly the anllual jlol1' 
values of Ihe statistical parameters- the skewness coeffiCient and Ihe corre/tll ion coefficil'lI1 
between the adjacent stream flows , these changes being insignificant only in some parti
cular cases, i.e., when the streamflow is regulated and the periodicity of it.l'jluctllatiolls is 
relatively regular in the rivers of the arid zones. 

exp { -~ [In (:=; )-m~ T 1 
_aT ) 

... ( I) 
The stochastic nature of the streamflow processes 

should be taken into consideration in the design and 
optimal control of water resources systems, one of the 
main problems being the choice of the most suitable 
probability distribution law to describe the strcamflow 
process. 

The recent studies have shown that the probability 
distributions of the annual runoff variables are limited 
from above, while their inferior limit is a posit ive num
ber different from zero (1). However, setting of those 
limits appeared to be a very difficult taSk, thus causing 
the use of the distribution laws covering the domain 
between zero and the infinity. 

where, band Cl are the superior and infcri or limits of the 
S B -distribution, while mT and aT are the mathematical 
expectation and the root-mcn-square deviation of the 
normally distributed continuous value 'r, respectively. 

In Ref. (2) the authors suggest to describe the 
fluctuations of the annual runoff values with the help of 
Johnson S8 -distribution limited at both ends. The 
frequency distribution is as follows (3) : 

I b-a 
f(x) = -V--=2=7T=-a-T (x-a){b - x) 

7 

Proceeding to the discrele random variable ~ uch a~ 
the annual runofT we find that the sequent:e 

'r, = 111 (~:-; ) , ... (2) 

Q. Wi where, Xi = .= = - are the observed values of the 
Q W 

modular coefficient of the mean annual dischargc~ (Qi) 
or the annual volumes (WI), will have a normal di ~tribu
tion . 

The graphical and statistical test for many rivers of 
the world have shown that most of them can be quite well 
described using Johnson S B -distribution (') . Ooe of the 
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advantages of this S n -distribution is that it possesses 
quite varied forms . the plotting of the corresponding 
function being relatively easy and sufficiently good for 
the statistical simulation of the synthetic hydrologic 
series of a long duration (2) . 

However, the most complicated problem with the 
SB -distribution is the estimation of its superior (b) and 
inferior (a) limits. Further we suggest a number of 
ways of selecting these limits. 

In the first approximation the limits of the S 8 -dis
tribution can be et by mean of the graphs suggested 
by G .P. Kalinin (1), which present the data of 175 rivers. 
We have added more data of J 55 rivers on the same 
graphs (Figure I) . It is clear from the figure that only 
few of the rivers under study are not seen in the defined 
areas. Besides, the superior and inferior limits of the 

8 

x 
~ 4 - 1--< 
~ 

S n -distribution can be estimated by a graphical method 
of choosing these parameters considering the conditions 
of straightening the guarantee curve 

p (~)= m-O
O

·
4
3 100% .. . (3) 

b-x". n+, 
on the probability paper of the log-normal distribution. 
Different values of a and h are preset for each river and 

Xi-Q 
the guarantee curves of the sequence Zi= b-Xi are plot-

ted on the probability pa per. The cho en combination 
of Q and b Should ensure the guarantee curve Z, to be a 
stra igh t line or, at least, close to it. Figure 2 presents 
the guarantee curves Zi for the River Bzib' at the village 
of J irkhva with different combinations of a and b. The 
analysis of these curves shows that the guarantee curve 
ZI is closer to the straight line with a= O.4 and b= 10.0. 

(0 I 

o 0 ·1 0-2 0 ·3 0 ·4 05 0-6 07 0 ·8 0 ·9 1·0 1' 1 1·2 1·3 1·4 1·5 
C" 

(bl 

.~ 0 ·6 ~-+J1MI!i 
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~ 0·4~-+--~~~~~c~~;~~-r--+--4--~--~~--~~--~ 

0 .2~-r~--~~~~~~+--+ __ ~~~~~~--~ 
o 

• 
o 0 ·' 0-2 0·3 0·4 0·5 0 ·6 07 0 ·8 o·g 1·0 H ' ·2 '·3 1·4 

c" 
FIGURE 1 : Relation of maximal (a) and minimal (b) observed coefficients of the annual stream80w 

to tbe variation coefficient. 
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River Bzib' at Jirkhva with different a and h on 
the probability paper of the log-normal distrlbu, 
tion : 1- 8 = 0, b ~2;2-a = 0, b =o IO; 3- a = 0.4 . 
b ... ]O. 

The selection of a and b is possible by another 
graphical method. As Ref. (2) shows the guarantee 
curve's ordinates of the S B .distribution are easily 
calculated when the values of its parameters m" , a", a 
and b are known. The parameters m" and a" can be 
estimated for different a and b by means of expressions 

n 

~ In ( Xj-a ) 
b-Xt 

i = 1 
m - --~~---------
" n 

/ " 

~ = V/ .....:..::~-=-l_ [In_(_~_I~:--; _) _ m_T _T 
n-l .. ... (4) 

or by an easier approximate method based on the use 

of quantiles and relation 

m = .1_ 
T () 

1 
a = -

" y 
... (5) and 

while y and 8 are found by making the two percentiles 
calculated from the observed data equal to the respective 
percentiles of the rated normal distributi on 

.. . (6) 

and by solving the Iwo obtained equations in respect 
to y and 8. The corre ponding equations for the 
calculated y and 8 areC') 

~ I ( Xl _ OX ' - a ) Y = 'fll _ cx'- Q n b ' 
-XI-CX 

.. . (7) 

where, 'f)x and 'I)l-cx' are the or.. IOOth and the (l - or.'} . IOOth 
percentiles of the rated normal distribution. and XCI and 
X l - IX' are tbe corresponding empirical percentiles, 
i.e., xa is the" (n+l) ordered value in the observed 
series. The choice of the concrete percentile is some
what random. Usually, the 51h and the 95th or the 
9th and 91 st percentile are as umed. 

The parameters mT and aT are quite simply defined 
by formulae (5) & (7) for diJTerent values of a and b 
and the definition can be made manually. After that 
the analytical curves of 10JlOSon S D -distribution are 
plotted for different combinations of a and h. The 
equation 

be(J" "fjp+nh +a 
Xp = , 

eaT ·'l p+m" + 1 
...(8) 

where, 'fjp = r/> (p) is the quantile value of the ra ted 
normal distribution with the parameters (0.1) (r.) is used 
to fit the analytical curve. The values chosen for a 
and b as the SlJ -distribution limits must provide the 
best agreement between the analytical curve and the 
empirical distribution of the historieal data . 

The values of y and 8 (for the 9th and 91 st percen
tiles) were defined with different a and b and the analy
tical guarantee curves of the SjJ -distribution for the 
m" -and aT -values have been filled for the River Bzib' 
at Jirkhva (Figures 3 & 4). As those figures show, the 
asymmetry of the di tribution curve depends on the 
change of the superior and inferior limits of the 
distribution. It has been as well established that as 
the limits grow, the asymmetry of the theoretic curve 
increases . 

This result can be used to choose the limits of the 
S B -distribution by the Monte Carlo method. Long 
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synthetic hydrologic series with J obnson S D -probabi
lity distribution laws and with different combinations of 
a and b are simulated for each certain river with preset 
main statistical parameters. In the first approximation 
the values of a and b can be assumed as in graphs of 
Figure 1. The parameters of the synthetic hydrologic 
series for tllese a and h are compared with those of the 
historical series. If the skewness coefficient of the 
simulated series does not coincide with the C. of the 
historical series, the valuesof a and b should be changed 
and a neW synthetic series should be simulated. It 
hould be kept in mind that, as a and b grow, the 

skewness coefficient of the simulated series grows too, 
and vice versa as a and b reduce, the C.-value drops. 
Having made these calculations four-five times one can 
choose such limits of the S D -distribution for which 
the parameters of the historical and simulated series 
agree sufficiently well . 

The calculations have shown that when the synthetic 
hydrologic series are simulated , the change of the 
S 8 -distribution limits affects the values of the ske:w-

ness coefficient, rather than the flow norm (Q), the 
variation coefficient (C,,) and the correlation coefficient 
(r1). Figure 5 shows the effect of changing the limits of 
the S B -distribution on the skewness coefficient value 
of the simulated hydrologic series (n = 2,000 years) for 
the River Bzib' (n = 40, Q = 96'4 m3/sec, Cv = 0'19, 
Cs = 0'95, r = O' 16). The other parameters of the 
simulated series seemed to change very negligibly. 

The superior and inferior limits of the S D -distri
bution can be set with the help of the X2-criterion's 
minimal value(') in the following way: the statistical 
criterion'r is used to test the agreement between the 
historical data and the So -distribution for different 
combinations of a and b, and to pick out such values 
for which is minimal. The x2-test considers the fact that 
the annual streamflow variables are not independent 
random values, i.e., they are correlated. Therefore, 
using the N-hypothesis and the method of orthogona
lization of the correlated random val ues(O) , we can 
obtain .the uncorrelated normal sequence 



STATISTICAL CHARACTERISTICS OF STREAMFLOW FOR WATER MA AGBMENT CALCULATIONS II 

Kj 

2 '3 

2 ·2 

2 · 1 

2 ·0 

1·7 

1·6 

I ' S 

I· 3 
I · 2 

,. I 
I · 0 

o· 9 

o· 8 

o· 7 

o· 6 

o ' S 

o · 4 

" r, \ 
."'<, \ 

2_"':'" ,""y-3 

',~ 
.............. ~ 

I~, 
, 
'~ 

~ 

~ 

"'" 

~ --
-

~., -
~ ~ .-

..;oj 
~ _ ..... 

~~ t.-.. - f - ------~ - -
~~ ~. -- ._ 

........ 
~ • ----

..._~ 
~. "l- -- ..-. 

---~ 

0 ·01 0 ' 1 !S 10 20 30 40 !SO 60 70 80 90 9!S 99 99.9 9999 

P% 

FIGURE 4 : Empirical and analytical guarantee curves of the annual st reamflow for the River Bzih' 01 .Iirkhvo : 
1-0 .:. 0.4, b = 2; 2- a 0.4, b --= 4; 3- 8 - 0.4, b ~ 10 . 

~k 
I 

~ ~k: aT 

... (9) 

from the observed values of the modular coefficient Xi. 
/( 

and check the agreement between the sequence ~. and 
I 

the normal distribution law. 

The calculations made for several rivers have shown 
that the x2-values depend on the values of the superior 
and inferior limits of the S B -distribution. Figure 6 
shows the dependence of the x,2-value on the value of 
a and b for the River Bzib' at Jirkhva. This graph 
indicates that some combinations of a and b give a 
large value of x,2 (e.g., a = 0, b = )'61, x,2 = 20'1), 
therefore, the hypothesis of applicability of the 
SB -distribution is rejected, while other combinations 
give the minimal values of x,2 (e.g., a = 0'5, b = 3'11-
10'11, x,2 = 0'6) and the hypothesis is accepted. 

It has already been pointed out that when the 
SB -distribution is used to describe the fluctuations of 
the annual streamflow values, the change of the superior 
and inferior limits caUSes changes mostly in the skewness 
coefficient and, subsequently, in tht: relation C /C". This 
means that opposite to other laws of di stributi on used 
now-a-days in hydrology, which aSsume a rigid relation 
between Cs and Cv (e.g., Cs = 2 C,. for Pearson Type J J J 
law; c.,. = 3 Cv+Cv

3 for the log-normal law, etc.), in 
Johnson distribution S B. the relation variates within a 
wide range, depending on the assumed a and h 
(O ~ a~Xmlll' -\m", .. ~b~ 00). Therefore, thi distribution 
is somehow, universal for the description of the stream
flow process . 

This conclusion is very important, especially if wt: 
consider the recent studies(7) which havc shown that 
some hydrologic characteristics of the annual runoff 
depend Significantly on the date of beginning of the 
year. Figure 7 presents the plot of change of the 
parameters of the annual runoff of the River Sevcrnaya 
Dvina according to the beginning of the year. The 
graph shows that the mean long-term discharge does 
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(a and b) of ,Johnson SB -distribution . 

not depend on the tarting date of the hydrologic year; 
the variation coefficient C.· fluctuate within very narrow 
limits, and the correlation coefficient between the 
adjacent member. of the annual flow, '} , and the 
skewnes coefficient C. change considerably with the 
change of the starting date of the year. 

The character of the change of the correlation coeffi
cient between the adjacent streamflows, and that of the 
variation coefficient is well reflected in the decrease of 
r1 and the increase of Cv during floods. This pheno
menon can be explained physically as due to the shift 
of the date of beginning of the flood, on the one hand, 
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and to the various durations of the latter in the loog
term case, thus causing the widespreading of the rises 
and drops of the hydrograph waveline of the flood and, 
consequeotly, the weakening of connections. The 
connections are broken up with the beginning of the 
flood, and the correlation coefficient which had been 
more or less stable, drops at once and becomes unre
liable, its original value being restored only aft~r 
complete ceasing of the processes caused by the flood In 

the within-the-year streamflow regime. Therefore, the 
stochastic relations bctween these two sections can be 
considered as broken up. 

The theoretical analysis confirms as well the general 
dependence of the correlation function on. the date of 
sectioning. Only in two particular cases thiS dcpend~nce 
seems to be insignificant: (I) in the wide sense of statlon
arity of the studied process, and (~) when ~Imost. all of 
its realizations present a periodic . function . wIth ~he 
periods of 1 year. The first case mvolves fivers wIth 

o 8 ,--------------------,'6 

o 7 

0 ·6 

o~~~--~~-~~~~~----~~~ 
II III IV V VI vn VUI 1)( X Xl XII 

FIG RE 1 : Relation of thc 8nnUIII flnw pnrnmc(l'r~ for the 
River Severnaya Dvina lit list PinC!!ll tn the 
beginning of the hydrolnl(i(' ~' ellr . 

regimes more or less regular in the co urse of a year. 
The second caSe involves reverse of (he arid 70nes. 

As some extreme values of the monthly streamflow 
transfer from one group of annual averagi ng (0 another, 
the asymmetry of the streamflow annual volumes se ries 
changes. Sometimes these transfers cauSe . harp changes 
of the extreme values of the annual flow, which in their 
turn give rise to the changes In the flow distribution 
asymmetry. 

Figure 8 gives a good example of a Significant 
change of the series asymmetry with two different 
segmentati Ons of the same hydrograph . These graphs 
show that with different segmentations of the hydrograph 
the annual streamflow values change as a rule very negli
gibly, and the series asymmetry changes only in Ihe 
maximal (p < 5- IO percent) , and minimal (/»90- 95 
percent) annual streamflow values. For example. for 
the River Severnaya Dvina at Ust Pinega the transfer 
of the segmentation date from I December to I July 
resulted in the increase of the maximal mean annual 
discharge by 800 m3/sec, with p= 0.6 percent, which 
makes 25 km3/year. 

Therefore, it is suggested that the hydrologic sc ries 
of the annual flow v lumes could be often reduced to a 
random sequence with a preset law of distribution by 
changing the date of segmentation ()f the hydrograph . 

Let us discuss some examples of the drec! of shift
ing the beginning of the hydrologic yea r on the type of 
the distribution curves of the annual flow vol umes. 
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Comparisons are made with the help of 1.2 and the 
graphs f110~2' 

The x2-criterion was used to test the agreement 
between the fluctuations of the annual flow values and 
the log-normal distribution law with different starting 
dates of tbe bydrologic year for some rivers of Georgia. 
The 1.2 -values change according to the beginning of 
the year (Figure 9), c. g., with tbe beginning date on 
I February the x.~ was 1.2 for the River Inguri , confirm
ing the assumed hypothesis, while with the beginning 
dale on I April the 1.2 was 8.2, thus rejecting the 
log-normal law. Similar results were obtained for the 
otber rivers (Figure 9). indicating that the probability 
distribution law describing the annual streamflow 
fluctuationS can change according to the different 
starting dates of the hydrologic year. 

Graphs ~lO~2 (Figure 10) were used for a similar 
test but with more extensive data. 

The graphs show quite clearly the dependence of 
the distribution changes on the differem dates of begin
ning of lhe hydrologic year. The point (b i • b

2
) is 

plotted on the graph ~p~p' for each historical series 
with different beginning dates of Ute year and, depend
ing on the arc where the point falls, an adequate 
probability distribution law is established 
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e ma2 ml ') b1= - 2 and b2 = 2 
m! rna 

where, me. ma. m, are the values of the 2nd, the 3rd and 
the 4th central moments, respectively. Calculations 
were made with different beginning dates of the hydro
logic years (1.01, 1.02, .... 1.12) for 40 rivers of the 
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USSR, the number of years of observation being mor 
than 50. 

The values of hi and b2 change considerably almost 
in all the studied cases according to the beginning of 
the hydrologic year. The points (bi , b2) which define 
the best suitable distribution law on the graphs, move. 
Most part of these transfers occur inside the domain 
of the S IJ -distribution. These calculations have as 
well confirmed the above idea that in some cases the 
Jaw of distribution of the annual streamflow volumes 
changes depending on the different dates of beginning of 
the year, For example, point (the Yenisei) in Figure 10 
is properly described by the S lJ -distribution when 
the beginning of the year in on 1 June and by Johnso.n 
Su -distribution when the date is I July. ThiS 
condition can be used to reduce the hydrologic series of 
the annual flow volumes to the random sequences with 
preset distribution. 

If some points occur outside the limits of the 
S B -distribution, then changing the beginning of the year 

o 
.Johnson 

5a distri bution 

4 III 

5 

.Johnson 

5 distribution u 

6 
Ill - I 0-5 \1 - 9 
111 -2 ,t.-6 1 -10 
0 - 3 0 - 7 . - 11 
0-4 " - 8 . - 12 

7 
0 2 

FIGURE 10: Relation of tbe change of the probability 
distribution laws to the beginning of the year . 

one may change hI and b! 0 that the respective point 
should fall within the area of this distributi n. [n thc 
present case all the 12 points out ide the S u -di tri 
bution limit were brought inside its area by hanging 
the tarting date of the year (the rest 28 pints for all 
of the starting dates of the year remaining within the 
limits are not shown in the graph·-see Figure 10). 
However, one should keep in mind that the beginning 
of the year should not fall in the period of flood , 
because in thi case some years might include the run · 
offs of two floods, partially or completely, while the 
flood runolf in the adjacent years will be absent. 

All the above said leads to the conclu sion tha t the 
fluctuations of the annual flow values for any beginning 
of the hydrologic year are in most cases well tles
cribed by the S B -distribution; while if ome stream
flows do not agree with this distribution, thcy can 
be reduced to the SJI -distribution by changing the 
beginning of the year. 

The great variety of the relation .Ie. d 'pend
ing on the limits a and b makes it pos ible to usc 
Johnson S/) -distribution to describe the streamflow 
mont hly fluctuations. Extention of the probability 
distribution law to all of the months had formerly heen 
regarded as difficult wing to the wide range or vari
ations of the C"IC,,-re lation, e.g., ror the monthly 
discharge of the River Bzib', C./C,·= O. 17 in the 4th 
month, and C.ICv=4.0 in the 8th month . or course, 
it is more difficult to make such a generalization for 
the monthly discharges of different river. , therefore , 
very often Simplifications were assumed and the variat 
ions of the runoff monthly values were described using 
Pearson Type LIl Law, the Jog-normal law or even the 
normal law , resulting eventually in too greal errors . 

Description of fluctuation of the monthly flow, 
considering the within-the-year irregularity, by Johnson 
S B -distribution seemed to be sufficient (8), proving 
thus the advantages of the SJ] -distribution over the 
other types of distribution. 
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SYNOPSI 

Special calculations required for the construction of power plants, irrigCltion plams. 
water supply ~ystems,j/ood control reservoirs and more complex hydraulic units should 
be based on the statistical simulation of the rUlloff process with the help of the computer. 

This report deals with several most efficient mathematical models, taking illto 
consideration the within-the-year distribution of runoff, alld discusses the methods of 
simulation, vi:., the /ragments method, the method of direct simulmion , and the met/lOci 
of reducing the non-stationary flow process to the stationary random sequence . The 
dynamiCS of the system's operation regime in time is considered hy simulating (tn ensemble 
of short runoff realizations and by constructing conditional distribution function s of the 
respective output prohabilistic characteristics. 

1. Introduction 

Calculations required for the design of special or 
multipurpose water resource units are usually made by 
the chronological method which implies the water 
balance calculations made using the historical hydrologic 
series with monthly or decade averaging intervals. The 
results of these calculations are used to find such impor
tant parameters as the effective storage capacity and the 
height of the dam, the installed capacity of the power 
plant and the power generation, the water outflows for 
Irrigation and water supply, the rate of free discharge 
losses, etc. 

The chronological method has a number of advan
tages such as its plainness and clearness, its relations 
with the other regulating reservoirs, water consumers 
and water users, etc. Its main disadvantage, on the 
other hand, is its inherent false presumption that the 
historical series will be exactly repeated in future. It is 
only the main statistical regularities of the flow that are 
preserved in reality with completely different water 
content order in various years and seasons. It should 
be, therefore, noted that regardless of its popularity and 
extensive use in practice, the chronological method has 

become old fashioned and does not meet the require
ments of the modern level of mathematical method~ 
and computational means. It should be replaced by 
the probabilistic methods of calculation in case of 
a long-term (seasonal-annual and many-years) regu
lation. 

Any streamflow is a probabilistic process and the 
methods of its description and calculation should be 
based on an adequate mathematical tool, such as the 
theory of random functions. In the regulation problems 
the streamflow is an input process which is subject to 
specific non-linear operations and is divided into several 
output processes during its transformation. As the 
analytical solution of this problem is possible only in the 
simplest cases, preference should be given to the direct 
statistical methods of solution, in particular, to the 
Monte Carlo meth od. With this in view, the input 
process is simulated statistically as synthetic hydrologic 
series which are let pass through the control operator; 
tile selected balance calculations se rve to construct the 
output realiza tions of the process just as in the chrono
logical method. After the statistical processing of these 
realizations, one can plot the distribution functions of 
the system's characteristics sought for. 

17 
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Therefore it is necessary to find an adequate flow 
model and t~ simulate synthetic hydrologic series of a 
long duration or to simulat~ a number of short .s~rie 
(depending on the station.anty of .the general conditIOns 
of the flow regulation regime) , usmg the Monte Carlo 
method . 

Fifteen years have passed since the first research 
work on the simulation of synthetic hydrologic series 
have appeared(l) (ll); and about thirty different models 
have been created since then, which are discus ed and 
classified in Ref. (16). If we try to pick out only those 
methods which enable the simulation of hydrologic 
series with the consideration of within-the-year flow 
distribution. we shall be able to classify them into three 
groups : 

(i) the composition methods with the two-fold and 
multiple sampling; 

Vi) the direct method, i .e., the method of direct 
simulation of monthly, decade and other water 
discharges; and 

(iii) the method of reducing the non-stationary run
olf process to the stationary random sequence. 

The description of the three models and their 
respective simulation methods are given below -one for 
each group. These models were suggested several years 
ago, but during the subsequent period they have been 
thoroughly tested and improved . By now they have 
become more or Jess adjusted. 

2. The Fragments Metbod 

The fragments method is one of the composition 
meth ods suggcs ted by the author(') (0) to simulate the 
hydrologic series taking into account tbe within-the-year 
eli tribution of the streamflow. The method has become 
widely used and seems to be the most rational of all the 
existing new methods of modelling(lO) . 

The essence of the method is the two-fold sampling
first of the mean annual flow (QI) and then of the 
fragment ql (t) of the historica.l within-the-yeur irregu
larity of the flow distribution according to the calculated 
averaging interval (month, decade, five days, day). 
Multiplying the mean annual water discharge Qj, say, 
by the mean monthly ordinates of the fragment one can 
get a new hydrograph with the monthly distributions of 
water discharges. A sequence of such synthetic bydro
graphs with preset correlations will yield a long 
(n = 1,000-10,000 years) hydrologic series or, if 
necessary, an ensemble of short series for some calcula
tion period (5- 50 years). 

The order of the simulation process is as follows: 
The fragments are made according to all the observed 
years (m) by means of dividing the water discharges in 
each interval of the year under study by the respective 
mean annual watcr discharge. Figure I presents the 
fragments with continuous (a, a') and discrete time with 
the decade (b . h') and monthly (c , c') averaging intervals. 

Mean monthly discharges are usually used for the water 
power plants, while mean monthly or decade discharges 
are used for the irrigation systems. The division of all 
the functions of the observed hydrograph by a constant 
value (mean annual water discharge) does not alfect the 
hydrograph's form and preserves all the whhin-the-year 
stochastic relations in the same state as they are in the 
historical series. These relations are considerably 
complicated and their nature still remains obscure, 
though in other flow models (see below) they are con
ditionally assumed as linear ones. 1n this aspect this 
method does not necd any additional hypothesis because 
the relations remain in their natural state, which is lhe 
advantage of this metbod . 

A series of the mean annual water discharges Qj can 
be simulated by one of the existing methods, e.g., by 
the unified method(lG)- bY tbe first order Of the higher 
order Markov chain, by tbe individual (for one unit) 
or aggregate (for a system of units) simulation method. 

With the sequence of Q/ (i = 1,2, ... , n) and m 
fragments q; (t) available. the above method is used to 
construct a hydrologic series (Figure 2). With a set of 
fragments according to the number of the observed 
years (m) in case of n-years series, n various hydr<_>graphs 
are obtained with an extremely low probabIlity of 

recurrence of similar hydrographs ( _ l - ). There is 
m. n 

no need to prove that this diversity of the hydrographs 
with a sufficient reliability might cover the possible 
future behaviour of the flow. lfthe year's water content 
and the pattern of the hydrograph, i.e., the nature of the 
within-the-year flow distribution, are not correlated , 
then the sequence of the fragments is establi hed by 
means of a random sampling by the urn model with the 
returning ball. Othcrwise the mentioned correlation 
can be accounted for quite easily in the following order: 
the fragments of the years with high, medium and low 
water content are placed in different urnS and are picked 
out for each QI only from the respective urn according 
to the Q/s value (i.e., the water content). Being so 
simple as not to cause any complications of the 
algorithm and the program, this method is introduced 
into the computer's standard program. 

The method of fragments has been tested by 
numerous experimental calculations on the computer 
which have evidenced the rightfulness of the calculation 
pattern and principles underlying the method. At 
present, summing up the obtained results for the overall 
evaluation of the method we could recommend it for 
a more extensive use in practice for the hydropower 
and water management calculations. 

3. The Method of Direct imulation 

A synthetic hydrologic series can be generated con
sidering the within-the-year streamflow distribution 
using the Monte Carlo method by plotting correspond
ing functions of transition and by direct simulation of 
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FIGURE 1 : Fragments : a and a' - with continuous time ; band b'- wilh the monthl y and C lind c'-wilh 
the monthly averaging intcrvals (for the Rivers Terck and Kuru) , 

the mean interval water discharges according to the 
data of the water discharges in the previ ous time 
intervals, Such direct method of modelling by the first
order Markov chain was proposed in Ref. (I). Later 
such methods were given in Ref. (11) & (12) though with 
a bit different initial assumptions. Still, later a number 
of writers suggested to use the higher-order Markov 
chain, providing thus various reasonings in respect to 
the choice of the chain's length [(2) (0) (4) (5) and others]. 
The individual parts of the method being thus improved , 
it has grown quite well adjusted and fit for more 
extensive use in the simulation of hydrologic series 
designed for the water power and water management 
calculations, 

The method of direct simulation, as it is described 
in Ref. (4) & (5) implies the following: 

Let the streamflow be a periodic Markov process 
with one year period. For the multivariate distribution 
of the mean monthly water discharges, assume the 
N-hypothesis of normality of the multivariate distribu
tion jf the corresponding one-dimensional distributions 

are normal(3), For example, in the case of some asym
metric process ~ (,) with the time dependent onc
dimensional distribution function F(x, I) . tile use of the 
N-hypothesis means that the process 

'1) (') = ¢ - I rF {~( ')}] , 

where, ¢ - I is a function rever e to the function 

1 JX z" 
¢ (x) = _ e- "2 dz 

v' 2n 
- 00 

is a normal process, Thus, the simu lation of the ~ treal11 -
flow process can be reduced to the simulation of a 
normal process with the parameters (0 , a~), Considering 
the above said , the autoregressive discrete runon' model 
can be presented as a recurrence exprcs<; ion 

X 
(k) (k) 

- a x +a x 
IIr+ 1I m, l l17 + m - 1 m,2 l17 -j- m -2 

(k) + ... + a x + r1 
m, k nr+ m-k III, k 

, 
nT+ m 
... (1) 
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FIGURE 2 : The order of simulation of a hydrologic series by the fragments method : a- the first sampling (of 
mean annual water discharges Q l); b- the second sampling (of fragments q, (t)]; c- the 
hydrologic series (for the River Volga) , 

h (A). I 2 k h . , were, a . , I = , ," ', are t e regressIon coefficl-
m.I 

cnts corresponding to the length k ; T is a period 
(assume T = 12); n is the number of periods; m is the 
months; am ,k is the root-mean-square deviation of the 
sequence XII, tn-I from its linear prediction; ;1I,m is the 
sequence o f independent normally distributed random 
values with the parameters (0, I), 

As the value k is unknown before hand, it is to be 
found . the values of the regression coefficients and (J", k 

change with the change of k. The problem consists i~ 
the finding of such k with which C1m,k either does not 
decrease at a ll or decreases but insignificantly. 

It is necessary to establish the recalculation pattern 
of the regression coefficients. Let Rm.1 be the covaria-

tion between the values of the process in the intervals 
m and m- i. Then 

N - l 

Rm,j = N~l L x nT+m X/lT+m_ i ... (2) 

n=O 

where, N is the number of the years of observation. 

Calculation of the unknown regression coefficients 
by the method of converting the covariation matrix is 
sufficiently difficult. It would be quite a ppropriate to 
use here the following generalization of Derbin' s well
known recurrence formulae(13) designed for the recalcu
lation of the regression coefficients and the residual 
depressions in the case of the periodic process(t) : 
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(k) (k) (k) 
a = a . a 

m,l m,' m,k 
b

(k -. I)l, ;=1,2.. .,k-1, .. . (3) 
m,' 

b(k) = b(k - I) _ b(k) 
m,i m - l ,i - l m.; 

(k - I) . 
a , 1=2,3 .... , k . . .. (4) 

m - l ,i - I 

k-I 

Rm,k - 2: Rm-i> k-i> 
(k-l) 

a 
m 

(k) ; = 1 ... (5) am. k = k-J 

-2: b (k - I) 
R_1,o Rm-h k_i 

m,l 
i = I 

k - I 

Rm_1,k - 2: Rm.1• I 
(k - l) 

b I ' m - ,I 

b(k) h I .. . (6) 
m,l k- l 

Rm-l>o-L Rm-l> j 

(k - I) 
am _ I'; 

; = I 

For the evaluation of (J"., k the recurrence expression 
is the following : 

2 2 ( (k) b(k) ) a ~ 1- a (7) m, k = v m, k- I m, k m-I I, I ... 

Therefore, in the case of the periodic process the 

d· . I (k) d b(k). . d two- ImenSlOna sequence am,; an m, ; IS requIre 

to calculate the values of a~~: i' It is clear that the 

initial values of the coefficients (for k = O) are equal to 
zero, i. e., 

a(O) . = b(O) . = 0 
m,l m.1 ... (8) 

Having found the values of the regression coefficient 

a(k -,. 1) , i = 1, 2, . .. , k-I and the values of the additional m, 
(k - l) 

parameters b m, i ' i = J , 2, ... , k - ), the unknown 

parameters of the flow can be found by means of 
Equations (5) & (6), and then (3) & (4). 

The choice of the coherency length is realized by 
means of the dispersion minimum criterion. The 

calculation should be ceased when the relation Urn, k 
(Jm, A-l 

becomes close to 1 and it is possible to assume that the 
true coherency length is k-1. 

Keeping in mind the wide applicability of the 
modern computers, it seemS quite logical that the inter
series stochastic relations should be accounted together 
with all the preceding 11 months. This will make the 
program a little simpler because it is not necessary to 
look for the optimal value of K in each individual 
case. 

Figure 3 presents a case of comparison of the co
relation function of the observed series of the mean 

l0r-----------------------------------, 

00 

l' 

0 ·4 

0 ·2 

0 
XII XI VII VI V IV III II 

FIGURE 3: Compnrison of th(' correlntion function of thl:' 
January water dischllrj!es und the water dischnrge~ 
of the preceding month of the se ries ohscned ( I). 
with tl.(' correlation function of series sinlUlnlcd h ~ 
the Markov chain pottern for k 1 . 3 , 8 lind II 
(for River Naryn). 

January water di scharges with the water discharges for 
k preceding months for the River N aryn (Uch-Kurgan), 
and the correlation functions of the series sim ulated in 
accordance with the rela tion (1) for difl'erenl coherency 
lengths (k = I , 3, 8 and 11) . As the gra ph shows, the 
greater the number of lags in the Markov chain, the 
better the results; and with k = II th e agreement 
between the correlation functions of the initi a l and the 
simulated series is sufficiently good. 

4. The Method of Simulation Based on the T-Transfor 
mation 

The T-transformation. i. e., reducing the observed 
long-term hydrograph to the stationary model "T" can 
be described in brief as follows (6) (14) e7

). 

The streamflow process is assumed as a random non
stationary continuous peri odic process whose mathe
matical expectation is estimated by plotting the average 
(the so-called " fictitious" ) annual hydrograph , to which 
the average long-term flow W (norm) corresponds. 
Further, the year is divided into a given number 
(N = 10- 20) of intervals 6 1 (j= 1.2, .. . , N) along the 
time axis, so that within their limits the mean va lue of 
the flow is constant (Figure 4), i. e., 

W -
S} = ---,;r = S 

Then, with the whole observed se ries for In years, the 
actual observed flow values a rc determined Ei (i = J, 2, 
.. ., N-n) in the strictly preset ch ronological limits of 
the interval 6 ). The resulting sequence is assumed as 
a stationary one in its wide sense. And thi clearly 
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FIGURE 4 : Division of the averaged (fictitious) hydrograph 
;nlo N-;nlerva)s within which the averaged flow 
volumes are equal . 

means that in the known confident limits the mathe
matical expectation of the sequence remains constant, 
while the correlation function depends only on the di. 
tance between two arguments. 

Since there may be a great many of sequences with 
equal mathematical expectations and correlation funct
ions as an additional condition ensuring a suitable 
transient distribution function, we assume the ~I
sequence as related to the N-class process. 

If the ~>sequence is the tirst-order Markov chain 
subject, say, to the lognormal law and belong~ to the N
class processes, then the sequence 

In(~I-a)-m 
'1)/ = (1 ... (9) 

shoUld form a simple Markov chain of normally 
distributed random values with the parameters (0, 1) 
and the correlation coefficient p between the adjacent 
members of the series. [n the ca e of Johnson distri
bution S B we obtain 

I ( ~/-a ) 
n b=F:; - m 

(! 
... (10) 

Therefore, the new sequence 

1l1+1- P'I)' 

~I+J = Vl - p2 
... (1 I) 

should also be normally distributed with the parameters 
(0, I), thc values being independent owing to the ortho
normalization. 

Here m and 0' are the estimates of the mathematical 
expectation and the standard, respectively, and a and b 
are the minimal and maximal values of ~j, 

Thus, eventually the whole problem reduces to the 
testing of normality of tbe orthonormal sequence ~;+1 
with the help of some criterion (e. g" X2) , Hence, follows 
the rule of simulation by the unified method designed 
both for individual and aggregate modelling (IU). 

1n fact, referring to Ref. (3) , we could write the 
recurrence relation 

"ljl+l =Plli - v' J - p2 ~I~ 1 . .. (12) 

which is used to determine 'I)i+l with the 'l)i known, 
After that the corresponding value of ~i+l can be found . 
With the lognormal distribution 

r: 17'1)\+1 ,·m + ,I+l=e a. ... (13) 

and with Johnson distribution 

...( 14) 

Similar ex.pressions arc obtained for the higher 
order one-dimensional Markov chain and for the multi
variate case (15). 

The chronological boundaries of the !:::,.j intervals are 
set in different ways, the simplest and quite efficient 

12 
one being the use of the integral curve W (/) = ~ W~ , 

k " 1 
where, W~ is the mean monthly volume- of water for the 
whole observation period. In the same boundaries the 
water volumes are subsequently determined by the 
integral curves of individual years. 

The discussed method of the T-transformation has 
been tested for several rivers in different physical and 
geographical environments : the Kura (Tbilisi), the 
Inguri (Jvari), the Neva (Novosaratovka), the Laba 
(Dachin), the Nile (Aswan). In all these cases the 
obtained irregularly discrete T-model of the streamflow 
was sufficiently close to the stationary raodom sequence. 

Despite the different appearances of the observed 
hydrograph and its respective T-model, they are quite 
identical as far as the deftcits distribution is concerned, 
which is the most important condition in the storage 
capacity calculations. Figure 5 compares the deficits for 
the initial series of mean monthly discharges (d;) and the 
deficits according to the T-model (d,') with different 
outflows (rL = 0.7, 0.9, 1.0) for the River Kura at Tbilisi. 
The agreement between the data is quite good in the 
most interesting region with the 5-30 percent deficits 
guarantee level, to which 70- 95 percent outflow 
guarantee level approximately corresponds. This slight 
discrepancy might have been caused by the different 
numbers of iotervals (10 intervals of the T-model 
against J 2 months of the initial series). 
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FIGURE 5 : Comparison of water deficits with various oUI'How values IX : 1- for the initial series; 2- for tht' 
model T {for the River Kura} . 

5. Conclusion 

Johnson S 8 -distribution can be recommended as 
the one-dimensional function of distribution (H). This 
distribution limited at both ends is a universal one and 
coverS almost the whole range of changes of the 
statistical characteristics of the distribution laws u cd 
now-a-days in hydrology. The SE -distribution turned 
out to be applicable to the mean annual water dis
charges for the overwhelming majority of 200 rivers 
under study in different parts of the world (H). 1t can 
be as well used for the T-model of the flow. The 
superior and inferior limits of the distribution should 
be set by means of the :x.2-criterion. 

The above simulation methods for the stationary 
random sequence of modular coefficients (~;) or of the 
absolute values of the flow (QI) can be used to create 
both unconditional and conditional flow realizations. 
The first are used in the cases ("A") of the stationary 
regulation process, i.e., with the flow and water consum
ption conditions remaining steady; the second ones are 
used in the caSes ("B") of the non-stationary reg.ulation 
process, i.e., the dynamical regime. The difference 
between the simulation approaches is that in the case 
"A" one long series (J ,000 or more years) is generated, 
while in the case "BI! the water inflow for the future 
limited period (n = 5-10-50 years) is assumed as a 
conditioned random proces , and an ensemble of short 
hydrologic series is generated. Statistical processing of 
the results on the computer gives tbe probability distribu
tion function of the output characteristics. 

The case "B" makes it possible to use the determi
nistic methods of optimization of tbe system's operation 
regime (according to a given hydrograph) for the 
probabilistic solution of the problem. With L realiza
tions available (L-several hundreds) the water storage 

control can be carried out by each realization, provided 
there is a one-valued forecast ~ r the future 1/1-years 
period of operation. This condition is assumed with a 
very slight probability (I/L)*, since the one-valued fore 
cast is practically impossible. Thus, if the inflow rate is 
known, the optimal regulation plan is easy to make. 
Having developed an adequate policy of regulation and 
programmed it, the ca lculation can be repeated on the 
computer L-times for "I-years. Further, the . ame 
program is u ed to process statistically the data for 
certain time intervals (one year, or three-five year ). and 
to plot the corresponding conditioned distribution 
fUllctions of the output processes , such as the power 
generation, and thc avai lable power of the water power 
plants, the target outflows for irrigation and water 
supply, filling of the watcr reservoirs. free discharges, 
etc .. which is indeed the ultimate object of all the hydro
power and water management calculations. 
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YNOP IS 

Treating the drainage basin as a hydrologic system, Ku/andaiswam), proposed a 
general model for the conversion of raillfall excess into surface runo.tr(?) . Two simplified 
versions of the above model have been illl'estigated for the dependance 0/ their coeffi
cients on storm characteristics. A new method/or the estimation o/abstractiolls has beell 
used in this study. From a study 0/ 227 storms over 19 basins it isfoulld that the c()('ffi
cients in the models correlate fairly well with storm characteristics. Results obtailled 
by applying the models to 96 storms over 9 basins are discussed. Based 011 Ihis il1l'esti
gation, a 5-coefficiellt runoff model is recommended/or application to natural drai/taKe 
basins when a computer facility is allailable and sil'npler version, a 3-coefficient model 
is recommended, when computations have to he made using a desk calculator or slide rLlII'. 

I . Introduction 

The determination of runoff due to a known precipi
tation under given antecedent conditions is a major 
problem facing hydrologists. The problem is so complex 
that its complete solution is almost impossible for the 
present. Since the introduction of unit hydrograph 
theory, many models have been proposed for rainfall
runoff relationship. If the degree of theoretical sophisti
cation is a measure of achievement, then the 
contributions are many and significant. But, if the 
degree of understanding of the parameters in the 
mathematical relationship describing surface runoff 
process is the yardstiCk, the progre s made is not very 
commendable. In this study, two models are investigated 
for the dependance of their parameters on the storm 
characteristics. 

Using Systems approach Kulandaiswamy proposed 
a general model for the conversion of rainfall exces~ 
into surface runoff. He also investigated a series of 
simplified versions of the above model and their 
solutions('). Two of the simplified versions, a 5-coeffi
cient model and a 3-coefficient model have been taken 
up for a detailed investigation in this study for the 
dependance of their coefficients on storm characteristics. 
A new method for the determination of abstraction rate 
curve has been used for obtaining rainfall excess . An 
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exponential function has been used for baseflow. The 
component models are integrated to obtain the runoff 
from rainfall. All the component model s used in tili s 
investigation have been reviewed for the sake of CO I1l 

pletenes. Results are discussed . 

2. Description of the Model 

The entire hydrologic cycle can be thought of, as a 
major system with a number of sub-systems. In such 
a system, the land area wi ll be a const ituent sub-sys tem . 
Since the present study is concerned only with the 
precipitation occurring over a basin and the way it is 
disposed of, the basin becomes in this case, a maio 
system with its own components. The investigation of 
rainfall-runoff relationship consists mainly of three 
components : 

(i) Estimation of abstractions Hnd consequent 
rainfall excess, 

(ii) Conversion of rainfall excesS into urface 
runoff, and 

(iii) Determination of baseflow contribution . 

The combination of surface runolT with baseflow 
gives runoff. A block diagram representing ~he basin 
system that converts rainfall into abstractions and 
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runoff, is given in Figure 1. The operators <1\' .and 
cI> " <1> and cI>3 in the figure represent the operations 
p:rfor~ed by the components to convert rainfall (R) 
into abstractions (RL ) ; bascflow (qb) and surlace runoff 
(q) . The surface runoff is added ~o baseflow to ~et 
runoff, Q(t). The following equatIOns can be readily 
written for the model shown ill Figure 1. 

RL = R[.1 + RL2 . . . (1) 

= <}>1 ' R+ <1> / R .. . (2) 

i = R- R,. . .. (3) 

R- <1>I' R- <1> / R .. . (4) 

Q(t) = <1>3 [R - cj)/ R (.1>1 " R] + <1>2 [<1>1 ' R] .. . (5) 

In the above equations, RLI is the rate of infiltration 
abstraction, RLo is the rate of evaporation abstraction, 
<1) , is the o perator th at converts rainfall into infiltration 
abstraction and <1>1 " is the operator that converts rainfall 
into evaporation abstraction. Th.e depr~ssion storage 
ultimately is depleted l?artly by InfiltratIon an~ partly 
bv evaporation. The Intercepted water ultimately 
evaporates and gets depleted from tbe intercepting 
surfaces. For all practical purposes, it would be 
adequate if losses due to infiltratio~ and e~ap?ration 
are considered. Among the abstractIOns again , mfiltra
tion constitutes the major component during the period 
of precipitation. The evaporation d~ri.ng the period of 
precipitation can be treated as negligible. Hence, the 
estimation of total abstractions during precipitation, by 
and large, amounts to the determination of infiltration 
abstraction . Now Equation (5) can be written in the 
foJlowing form : 

Q(t) = <1>3 [R - <1>!' R]+<I>2 [<1>/ R] ... (6) 

where, <1>/ R represents the infi ltration rate, which as 
per the assumption above, includes all other abstrac
tions. In Equation (6), the first term <1>3 [R- 1>l' R] 
indicates the surface runoff and the second term 
<1>2 [<1>1' R] indicates the baseflow. Thus, the runoff is 
assumed to consist of two components, namely, surface 
runoff and baseflow : 

Q (t ) = q(t) + qb(t) . .. (7) 

where, q(t) is the surfuce runoff and qb (t) is the baseflow 
at any time t. 

R 

FIGURE 1 : Block diagram representation of a 
basin system. 

0 (1 ) 

A Method for the Determination of Abstraction Rate 
Curve 

The abstractions are estimated using a new method, 
in which both rainfall characteristics and basin charac
teristics are quantified(2)(9)(lO) and studied. in deta.il 
and based on this investigation, total abstractIons Fv IS 
expressed as follows (Figure 2) : 

Fv = Rv/(B) ... (8) 

where, 6 = lap. TR 
Rv 

... (9) 

in which Tg is the time to the centre of area of rainfall 
diagram , i.e., hyetograph (Figure 2), R" . i ~ t~e v?lume 
of rainfall and lap is the antecedent precIpitatIOn mdex, 
given by : 
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" Pn" lap = L., 
n= ! 

... (10) 

where PII is the rainfall during 24-hour period, recorded 
on th~ nl " day preceding the storm for which runoff is 
being calculated. The plots of F,./Rv versus e are ma~e 
for 6 basins (Basin Nos. 9,10, 11 , 13,14& 15 m 
Table I) using 126 major and minor st.orms. One?f 
them for Deep River Watershed-W I IS presented 10 
Figure 3. From the given data, the value of e is . com
puted using Equations (9) & (10). The dimensIOnless 

> ex 

> ... 

¢ - INOEX 

1--- - ----- T - - -----4-1 

TI"-IE 

FIGU RE 2 : Schematic representation of ¢ -index. 

0.8.---- - -:---------------, 

o. 

FIGURE 3 : Deep River Watershed·WJ : graph of 
F,,/Rv versus 6. 
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value of Fv/Rv is read against the value of 9 from the 
plot of F./Rv versus 6. As R. is known, Fv can be 
computed. The value of average abstraction rate, i.e .. 
¢-index is computed by a trial procedure(2)(lO). and 
it is indicated in Figure 4 for the storm of February 
1939 in Deep River Wutershed-W J. 

To obtain the abstraction rate Curve (j-curve) 
during a storm over a basin, the method has been 
applied to : (i) a 5-coefficient storage equation [Equa
tion (12)] and a 5-coeffL ... ient surface runoff model 
lEquatioD (14)). and (ii) a 3-coefficient storage equation 
[Eq uation (13 J] and a 3-coefficient surface runoiT model 
[Equation (15)). For 96 storms in 9 basins (Basin Nos. 
4. 8, 9, 10. 1 !. 14. 15, ! 6 & 19 in Table f), the abstrac
tion rate curves are drawn. The details of the methods 
are discussed in Ref. (2), (8) & (10). The plots of 
f-curve madc. using (I) aDd (ii) for the torm of 26 
February 1939 in Deep River Watershed-WI are 
presented in Figures ~ & 5 respectively. Subtracting 
abstraction rate from the rainfall gives the volume of 
rainfall excesS . 

Conversion of l<ainfall EXcess to Surface Runoff 

Starting with the general functional relationship 
between storage, S, inflow, i (1), and outflow. q (t) . 
Kulandaiswamy (4)(5)(7) proposed a general storage 
equation as follows : 

N 

"" dqll S = L.t all dt" .. . ( ) I) 

" -0 

where, an' Sand b",' S are coefficients depending upon q 
and/or i, m and 11 are variables and M and N are 
numbers of terms in summation operations. Differential 
equations were formed and solutions for unit impulse 
input and unit step input were obtained for the following 
simplified cases of general storage equation by Kulan
daiswamy. It was al 0 recommended that the storage 
equations be preferred in the order in which they are 
given below (1) : 

.2 0·4 .... 
E 
v 
ii 0·08 

... 
~ 0·04 

E 
v 

o 

TI ... [ IN HOU~S 

20 

- ACTUAL 

COI.4PUTEO 
(S-COfFF: RUNOFF "'ODEl) 

TIME IN HOURS 

FIGURE 4 : Deep River Watershed-WJ; storm of 
26 February 1939. 

dq d2q . di 
(1) S = aoq+a] (li+ a~ dt~ +I>Ol+h1di 

dq . di 
(2) S = aoq + a1 {it -l hOI+b/ dt 

(5) 

dq 
(6) S = aoq+a1 {it 

In the present investigation. the fOllowing two cases ar~ 
considered for a detailed study f the variation of ' (1 ' 

and 'h ' coefficients with storm characteristics : 

ASE:2 : . .. ( 13) 

These two equations when substituted in 1 he cquation of 

continuity. viz., i- q = d,s will result in the following 

" equations: 

CASE 1 

C '). ( ) 1 - {ill D '( 
ASE - . q t - (/lDz+u

lI 
/) i I It) 

where, D is the differential operator d, . 
c.t 

.. ( 14 ) 

... ( 15) 

From a detailed investigation (2) (10) of the coefficients 
ao, aJ> a2, b(/ and bl in the above models made with storm 
characteristics using 17 basins with 205 major and minor 

E 
V. 

'" 

'fIME IN HOUR S 

- ACTUAL 

C;OI.4PUTED 
(J<O[ff RUNO" MODEL) 

Tll.4f IN HOURS 

FIGURE 5 : Deep River Watershed-WI; storm 
of 26 February 1939. 
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storms (Basin Nos. I to 12, 14 to 16, 17 & J8 in 
Table 1), the coefficients are expressed as a function of a 
parameter, '1) 

t, 
'Y) -= R",

t. 
... (16) 

The IVB for this case is given by 

where, 

and 

Vet) = -mllp[Aem'+Bent +Cep,] 

A = -b}m2- bom+l 
m2-m(n+ p)+np 

B = -b)n2-b07l+ 1 
n2-n(m + p)+mp 

C = -b1p2- bop+ I 
p2_p (m+n)+mll 

... (17a) 

... (17b) 

... (17c) 

... (17d) 

while, R,o. in Equation (16) represents the volume of rain
fall excess, trftt represents the pattern of rainfall excess, 
t, is the time to the centre of area of the rainfall excess 
from the beginning of rainfall excess and t. is the dura
tion of rainfall excess. Plots of the coefficients ao, a l • a2 , 

bo and b1 in Equations (12) & (14) and ao, a) and bo in 
Equations (13) & (15) against the parameter '1) are made 
for the above 17 basins and they are discussed in 
Ref. (2) & (10) in detail. These plots for Deep River 
Watershcd-W I are given in Figure 6. The solutions of 
Equations (14) & (15) (5-coefficient surface runoff 
model and 3-coefficicn t surface runoff model) are 
obtained as follows (1) : 

CASE 2: All the roots are real and two of them are 
equal. 

5-Coefficient SUlface Runoff Model 

The characteristic polynomial in Equation (14) is of 
third degree aud has three roots. Assuming tbat the 
system is stable, the following four caseS are possible, 
depending on the nature of the roots. 

Let the roots be m, 11 and p. 

CASE I : All the roots are real and unequal 

m ::j:. n =;ep 

o 

~~~O ~ 

~ --------------------~ 

Let n = p 
The lUff for this case is 

U(t) = mn2 [Aeml + Be'" + Ctem
] 

where, 
n- m 

B _ bon+C (1I-2m)-2 
- n2- mn 

A = -bl -8 
CASE. 3 : All the roots are real and equal 

m = n=p 
For this case JUH can be stated as 

Vet) = (A+Bt+Ct 2) elllf 

10~----------------------~~--------~ 
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VI 
a: 

~ 

15 

~\_ 
--~~~--------------~ \--7~----~--__ 

... (18a) 

... (18b) 

... ( J8c) 

... (l8d) 

... (I9a) 

r:f 5 
O~2'-------------~~~------~10~--------nO~2----------------~~------~IO~--------~ 

(0) (b) 

FIGURE 6: Deep River Watershed-Wi : (a) graph of 110' a» 112, boo bJ versus'~ ; (b) graph of Bo. aI' bo versus 1). 
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where, 

and 

A = -b1 rna 

B = -bo ma-2b. m' 
C = ! (mS-bom4-blrn6) 

... (19b) 

... (l9c) 

... (19d) 

CASE 4 One root is real and two roots are complex 
conjugates 

Let 

where, 

n = r+jw and p = r-jw 

j = \1'-1 
The JUH in this case is given by 

U(t) =-m (r2+w2) [A e,,"+ert (B Cos wt 

+ C:Br ' Sin wt ) ] 

where, 
- b1m2- bo m + I 

A = m2-2rm+(rZ+w2) 

B = -b1-A 

and C = -bo-b1 m+A (2r-m) 

... (20a) 

... (20b) 

... (20c) 

... (20d) 

The computation of surface runoff, q(t), using 
instantaneous unit hydrograph obtained in the foregoing 
can be stated in the form of convolution integral : 

t'<'r 
q(l) = I U{I-T) i (T) dT 

o 
... (21) 

In the above equation, T is the time variable and t ' = t 
when t~l. and (' = t, for ( > t, . 

3-CoejJicient Surface Rlinoff Model 

The characteristics polynomial in Equation (15) is 
of the second degree and it has two roots. Depending 
upon the nature of the roots, different expressions for 
JUH are obtained. Let the roots be m and n. 

CASE 1 : Both the roots are real and unequal 
m -:j:: n 

The IUH for this case is given by 

U(t) = ~1 [Aelttl-Bent 
] ... (220) 

where, A = -bo m+l 
m-n 

B =-bom+l 
m-n 

CASE 2 : The roots are equal 
m = 11 

... (22b) 

.. . (22c) 

In this case the IUH can be stated as 

Vet) = ~l [ -bo ellll+(I-bo) temt ] ... (23) 

CASE 3 : The roots are complex conjugates 

Let m = r+jw and n = r-jw 

where , j = v'...:t 
The JUH for this case is 

ert 
[ 1-bo r . ] U(t) = - bo Cos wt+ - - Sill II't ... (24) 

a. w 

Using the instantaneou unit hydrograph oblained 
above and convolution integral, i.e .. Equation (21), the 
surface runoff. q(t) is obtained. 

Baseflow 

From a study of the review of work done on base
flOW(2)(10), it i found that a satisfactory method has 
not yet been determined for baseflow separation. In the 
light of the present state of knowledge of baseflow 
hydrograph during the period of surface runon:, (~ne 
has to depend on a study of the baseflow characterIStIcs . 
obtained from dry weather flow. when the stream 
consists of bascflow only. An exponential function of 
the form given in the following equation fitted for the 
depletion curves of baseflow. yield s satisfactory results : 

qb = q, e-kt ... (25) 

where, qb is the baseflow at time f ; q, is the ini tial 
baseflow, k is the recession constant and c is the 
Napierian logarithmic base. The value or k determined 
for some of the basins studied arc given in Table I. The 
following simple model based on Equation (25) is used 
in the present study for the baseflow hydrograph during 
the existence of surface runoff and thereafter : 

q b = (/, e- At O<t« p 
= qbp 1,,<1<:,t, ... (26) 

= qlJpe-kt 1> ls 

where, qbp is the baseflow at time 11'. and IJ is the time 
where surface runoff ends. 

3. Application to actual Basins 

The aforementioned runoff models have been applied 
to 96 storms in 9 basins (Basin Nos. 4, 8, 9, ) 0, II, 14, 
15. J 6 & 19 li sted in Table 1). The successive steps 
involved are discussed below: 

Runoff Model with 5-Coefficienr System FII/1('lion 

(a) Input Data Needed 

The following information about the basin must be 
available for predicting the runolf using tbe 5-coefficient 
runoff model for a given storm ; 

(i) A graph of Fv/Rv versus e 
(ii) Graphs connecting ao• a., a2, bu and hi with "/ 

(iii) Value of the constant k 

~iv) Value of the delay time T, where, delay time is 
considered necessary ('). 

These graphs can be plotted and the value of T can 
be determined by analysing the available rainfall excess 
and surface runoff data. The value of k can be 
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Sl. 
No . 

Drainage basi n 

1. Oxford. Mississi ppi Water
shed-WC 2, North Mississi ppi 
Branch Experimen t Sta tion. 
Holly Spri ngs. M iss issi ppi 

2. Riesel (Waco) Wa tershed
Y4, Texas 

3. R iesel (Waco) Watershed
WI , Texas 

Area 

3 

0 '587 ha 

32'34 ha 

71 '00 ha 

4. Has tings, Nebraska 194' 7 h:l 
Watershed-3 

5. Safford , Arizona Wa tershed- 276' 0 ha 
WIl 

6. Riesel (Waco) Wa tershed-D , 449'2 ha 
Texas 

7. H as tings, NebraSka Wa ter- 844·2 ha 
shed-8 

8 . Coshocto n Watershcd-97, 
Ohio 

9. 'Beech River Basi n neal' 
Lexi ngto n , T e nneessee 

10. N orth Cree k Blisi n near 
J aeksborco. Texas 

I I . West Fork. Dee p Ri vel' 
Wa tershed -WJ . Hi gb Poin t, 
N orth C orolina 

12. Fa rm Creek, TIlinois Ri ver, 
E ast Peoria, L1lino is 

17·') sq km 

4 1'2 sq km 

56 ·2 sq km 

83'2 SQ km 

152' 7 sq km 

13. Vero Bea ch W atershed-WI, 202'0 sq km 
India n River Farms Drain-
age Di strict Indian River 
Country, Florida 

14. Chestuee Creek Basin. 296'0 sq km 
Dentiville 

15. Mississippi Watershed-34, 304'0 sq km 
Oxford 

16. Wills Creek Bas in. Potamac 543'0 sQ km 
River, Cumberland, Md . 

17. Ash Brook, United 
Kingdom 

620'0 sq km 

18. N. Br. Potamac River, near 2237 '0 sq km 
Cumberla nd. Md . 

19. Little Red River. White 2852' 5 sq km 
River, Heber Spri ngs. Ark 

TARLE 1 
Detai ls of Basins. 

No . of record
ing ra in-ga uges 

4 

2 

4 

6 

2 

4 

8 

5 

2 

2 

2 

5 

5 

29 

4 

6 

4 

No . of 
storm s 

5 

J I 

7 

10 

IJ 

8 

8 

9 

4 

33 

13 

9 

6 

21 

53 

7 

5 

5 

6 

Baseftow recession 
constant 

6 

0 '0554 

0'001 4 

0 '0785 

0 '0204 

0 '0119 

0 '0015 

0 '0064 

0 '0179 

Source of data 

7 

U .S Dept!. of Agr .• 
Washington 9 .C . 

U .S . Deplt . of Agr .. 
Washington D .C. 

U .S. D eplt of Agr. . 
Washington D .C. 

U .S. De ptt. of Agc , 
Was hington D .C. 

U .S. D e ptt . o f Agr .• 
Washing ton D . 

U.S. D ep t!. of Ag r. , 
Washingt on D .C. 

U .S. Deptt. of Agr .• 
Was hingt o n D.C. 

U.S. D ept!. of Ag r., 
Wa shin gton D .C. 

Tenneessee Va lley 
Authority. Knoxville , 
Tenneessce, U.S.A. 

USGS th rough Colora do 
Sta te University, U.S.A . 

U.S. D ept!. of Agr .. 
Wa~hing tO I1 D .C. 

Dept!. of Public Works. 
Lllinoi s 

U.S. D eptt . of Agr. , 
Washington D . 

Tenneessee Valley 
Auhority. Knoxville, 
Tenoeessee, U.S.A. 

U .S . Deptt. of Agr. , 
Washington D .C . 

U.S. Army Corps of 
Engrs, Washington D .C . 

Proe. 1 n!. Ass. Sci. Hydr. 
General Assembly of 
Toronto . No. 45, J 958. 
pp. 114-11 8 

U.S . Army Corps of 
Bngrs., Washington D .C. 

U.S. Army Corps of 
Engrs., Washington D.C. 
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computed by tudying the basefiow characteristics during 
the period of dry weather flow. Having obtained the 
above information, the runoff for any known storm rea) 
or hypothetical over the basin can be predicted as 
follows (Figure 4) : 

(b) Computation Procedure 

STEP 1 : (i) For a given storm, the values of Tg 
and R. are computed. Antecedent precipitation index. 
fap in Equation (10) is computed using the antecedent 
rainfall. From these values 0 is computed using Equ
ation (9). (ii) The value of F,,/ R" is read from the plot 
of F..JR. versus 0 and F" is computed as R. is known. 
(iii) The value of average abstraction rate ¢l-index is 
computed by a trial procedure. 

STEP 2: Abstraction rate curve is drawn. using tbe 
method based on 5-coetftcient storage equation as 
sub-routine for abstraction rate. 

STEP 3 : Rainfall excess volume, R~I' is determined 
by subtracting abstractions from rainfall. The ratio, 
Irll~ is calculated from rainfall excess diagram and the 
parameter '1) is computed in Equation (16). . 

STEP 4 : The value of coefficients Go, a!> a2 , bo and b1 
are read from the graphs or tables of do versus ''i, 01 
versus '1), d 2 versus '1), bo versus '1) and bl versus "I). 

STEP 5 : The three roots of the characteristic polyno
mial in Equation (14) are evaluated and the instantaneous 
unit hydrograph is obtained using the appropriate one, 
among the Equations (17)(18) (J9) & (20). 

STEP 6 : A delay time of T hours is used, ifnecessary 
in certain basins and surface runolT is computed using 
Equation (21). 

STEP 7 : Baseflow is computed using Equation (26). 

STEP 8 : The total runoff, Q(I) is obtained by adding 
surface runoff to baseflow [Equation (7)]. 

Runoff Model with 3-Coefficient System Function 

The model proposed above, with the 5-coefficient 
system function will involve tedious computations. These 
computations can be done with ease if a digital computer 
is available. Where calculations are to be made witI'. the 
help of a desk calculator or slide rule, a simpler model 
will be more convenient. Investigations have shown that 
a simpler runoII model with a 3-coefficient system fun
ction is quite satisfactory. The procedure for the use of 
this simpler form of the model is explained as follows: 

(0) Input Data Needed 

The jnformation needed is essentially the same as in 
the case of 5-coefficicnt runoff model, except that the 
graphs are needed only for three coefficients, namely, 
do, a1 and bo which are to be computed separately, 
though the procedure is same as in the case of determi
nation of five coefficients. 

(b) ('omputation Procedure 

The procedure is the same as tbat for 5- ocfficicnt 
model (Figure 5) except that the 3-coefficient storage 
equation is to be used for determining abstraction rate 
curve and the corresponding characteristic polynomials 
are to be used [Equations (IS) (22) (23) & (24)J. 

4. Results 

For this investigation of the 5-coefficient and J·co
efficient runoff modcls for rainfall-runon' relationship. 
96 storms in 9 basins (Basin Nos. 4, 8, 9, 10. II . 14 , 15. 
16 & 19 in Table I) are used. The results obtained for 
thesc storms for total runoff, Q(t) for given rainfall and 
antecedent conditions are as follows: 

5,('ofjJicient Model 

1t is seen that the error in the computed value of 
peak flow of runolT, Q" USing 5-c lefflcicnt runolT model. 
is less than 10 percent for 93 percent of the storms, 10 
to 15 percent for 2 percent of the storm s. 15 percent 
and above for the remaining 5 percent of the storms. 

It is een that the error in the computed value of 
time of peak flow, Ip is less than 10 percent fil r 81 
percent of the storms, 10 to J 5 percent for 12 pen;ent 
of the storms. 15 percent and above for the remaining 
7 percent of the storms. 

For all the storms studied using 5-coefflcient runoff 
model, the correlation coefficient varies hetween O.lJ309 
and 0.9998. 

3-Coefficienl Model 

It is seen that thc error in the computed value of Q" 
using 3-coemcicnt runolT model, is less than 10 percent 
for 84 percent of the storms, 10 to 15 percent for II 
percent of the storms, 15 percent anti above for thc 
remaining 5 percent of the storms. 

It is seen that thc error in the computed value of (,, 
is less than 10 percent for 67 percent of the storms, 10 
to 15 percent for 19 percent of the storm~ and 15 
percent and above for the remaining 14 percent of the 
storms. 

For all the storms studied usinl; 3-coetlicient runoff 
model, the correlation c0etncicnt varies between 0.9123 
and 0.9995. 

I n the models descri bed ahove, the advantage of 
linear system is availed of, though non-linearity is taken 
into account indirectly by a variation of the coefficients 
with storm characteristics. Another advantage is that 
a trial procedure used in the earlier method (fi)(') is 
eliminated in the present method in obtaining the 
coefficients. 

5. Conclusions and Recommendations 

From the foregoing investigation of runolT models 
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the following conclusions and recommendations are 
made : 

The runoff predictions made by using 5-coefficient 
runoff model and 3-coefficient runoff model are satis
factory. But the runoff predictions made by using 
5-cocfficienl runoff model are more satisfactory when 
compared with the results obtained by using the 
3-coefficient runoff model. 

As the best results are obtained using the 5-coefficient 
runoff model , this model is recommended for practical 
u e where a computer facility is available. The 3-coeffi
cient runoff model is simple and hand computations can 
be made quickly. The results obtained by uSing this 
model are also very good. Therefore. the 3-coefficient 
runoff model is recommended where a computer is not 
available, and the computations have to be made using 
a desk calculator or slide rule , 
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YNOPSIS 

Aim of the Paper 

Mathematical models describing waTer .I),stem.l' are formed ill empirical WU.I '. 

Because oj a big choice oj the models it seems that some theoretical works concernillg tile 
tran.\formatiol7 (d' random processes in hydrologic systems mav he uS('jul. 

Scope oj the Paper 

Tral1~formation oj the stochastic processes ( White noise, Mark o I' noise) in IiI/tar 
,o,J1stems (serial and parallel two-ri l'('/' .Iystems with common input) will be cOIl.\'idN('d . 
Successil1ely Nash , Muskingum , Diskin models will be taken as system models. AuTO 
and crosscorrelation junctions and power spectrum jar the runof! process lVill he 
determilled theoretically . The stochastic nature oj s torage is also {lila (I':::ed. The r('Slllts 
will be illustrated with plots. We shall also deal with lime {ll'eraged p roC('SS('s. Th!' 
abol'e disclission may be ext('llded onlo the ot/} (' r linear and non-linear .lyslrlll.I'. 

I , introduction 

The development of researches on satisfactory 
(optimal if possible) exploitation of water resources has 
created the need of extension of mathematical analysis 
of hydrologic data . [n the last decade the field of 
researches moved from the application of theory of 
random variablei into the theory of random functions. 
The knowledge of the , pace-time stochastic structure of 
the hydrologic processes i necessary for modelling of 
water-economical systems. The problem of adequate 
choice of hypothese and computing errors becomes 
m()re significant comparing to the problems existing in 
the case of the Choice of tbe type of distribution and 

estimation of its parameters. Stat i s tic~ is not a magic 
too l that enables obtaining satisfactory rcsul ts from 
uncertain data, small sample sizes and short time se ries. 
Due to this fact the genera li zation and lra n,fcr of 
experience worked out on different wa lersheds relating 
to the structure of the o utflow proces, types of the 
distribution or pos, ibility of utili zing the longer time 
series for the extrapolation and esttmation of'shor ler 
series parameters a re importan t, The~e attempts, 
however, are based on some new hypotheses that can be 
rejected basing on short random sa mples. The problem 
of proof of as umed hypotheses basing on our ideas of 
physical properties of investigated hyd rologic systems is 
said to exist. 

33 
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When modelling the hydrologic systems, the first 
common assumption is linearity. This assumption 
becomes sufficiently valid for the most of engineering 
and research works. Although the non-linear system 
modelling is already extensively developed it seems tbat 
due to the need of simplicity linear systems must be 
used in the stochastic hydrology applications. The 
choice of combination of inputs and outputs in 
hydrologic systems is very big and it results from SOme 
physical reasons. We shall draw our attention to the 
investigation of the structure of the river outflow process 
and of the water resources under the assumption of 
conceptual watershed models. We shall determine the 
relation between the structure and parameters of the 
outflow pr cess. These results would be difficult to 
obtain experimentally because of the fact that these 
models approximate real hydrologic system and on the 
other hand hydrometeorological measurcment instruments 
add some error to the actual signal that contributes to 
the noise produced by the system itself. The corrolaries 
resulting from the integration of conceptual models and 
the hydrologic processes can be helpful in acceptation 
of the hypotheses about tbe structure of the outflow 
process. When the watershed system operators are 
known. the results of transformation of the process may 
be applied to the prediction of the structure and para
meters of the outflow process. 

However, continuous processes are not commonly 
used for hydrologic applicat ions. The time series are 
created from the average values for the same equal 
periods (an hour, a day). In the paragraph 6 we shall 
consider the relation between the averaging time and 
the structure of the proce s. 

The prolongation of the observation series by utiliz
ing the longer observation series from another station 
and the prediction of the volume leve ls based on water
level relations is of great practical importance. Both 
these actions are based on utilizing the correlative 
relation between the corresponding (in the Sense of 
maximum correlation) observations in two space points. 
J n both CaseS the prccedure is the same as in the case 
of incomplete random sample two-dimensional normal 
variable. The similarity of inflow processes and 
watershed operators is the most important factor 
determining the power of this relation. 

For the case of two river cross-section water levels 
these factors are transformating properties of the river 
sector and the ratio of an up tream inflow and lateral 
inflow. We hall analyze the accuracy of such relations 
basing on the conceptual linear models. To avoid 
repealing tedious algebraic calculations we do not 
present procedures leading to the final results . It was 
done in Ref. (5). 

2. Some General Remarks 

According to many papers [e . g.. Kisiel (2), 
Yevjevich (3), Dooge (1), ... J the action of hydrologiC 
system can be represented by 

Yet) = Hd [Xd (t)]+H$ [X,(t)J ... (2.1) 

Xd 
Hd 

y 
Xs 

Hs 

FIGURE J. 

where, 

Xd(t) = deterministic input signal 
X. (t) = random noise input signal 

Hd = linear model operator transforming the 
deterministic component of the input signal 

Hs = linear model operator transforming the 
random component of the input signal 

Y (t) = output signal. 

When analyzing the deterministic component of the 
input signal, it is most commonly represented by means 
of a Sum of three components: 

-line.ar or quasi -linear trend representing slowly 
vaned tendency observed in the system due to the 
hyman activity influence on the physical condi
tIOns 

- jump c?mponent representing short-lasting changes 
of the Input process mean 

- periodic component resulting from the periodicity 
of the precipitation . outflow, etc. 

The first two components usually have relatively 
~ery .smal) values wha~ makes them very difficult to 
Identify. Gathered empirical material does not allow to 
determine them quantitatively. 

Let us assume the system to be linear deterministic 
and time invariant. Then the responses ~f the model to 
each deterministic input component can be considered 
separately according to the principle of superposition. 
The ?perator tran.sforms line~r trend into output signal, 
tending asymptollcally to a hnear function. The nature 
of a periodic (harmonic) signal is not affected by the 
t~ansformat~on by the linear operator (cbange of the 
Signal amplitude and phase shift occurs). 

The separation of the deterministic component of 
the Input slgJ?a.1 from the stochastic component enables 
the a.ssumptlOn of zero mean of the stochastic signal. 
That IS the necessary condition for the weak stationarity. 
~oreoyer, we shall assume the stationarity of the 
dIspersion and covariance.of the process X.(t) through
out ?ur paper. As a subject of the analysis we shall 
conSIder the structure of the random component trans
formed by SOme selected linear watershed models {Nash, 
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Diskin, Muskingum models) . Throughout the paper 
the inflow to the system is assumed to be the input 
signal and the outflow is considered as the output 
signal. 

The mo t gencral hydrologic m odel investigated by 
Kulandaiswamy, that covers all the m odels considered 
in this paper, ha the form 

~ (" Y ) dl Y (t) L., aj ", , t dti 
; _ 0 

q 

= L bl (X, Y, t) d
i 

x d:i-T
) ••• (2.2) 

i - O 

Assuming the coefficients aj (X. Y, I) and b, (X, Y, t) 
constant and selecting adequate p and q, we obtain 
linear models more suitable for a nalysis. In this paper 
we deal with the models being special cases of Ku landa i
swamy's general model. 

3. Transformation of tochastic Processes in the Na h's 
Model 

The model that we analyze in th is p arag raph j~ the 
Nash's conceptual model consisting of n equ al linear 
reservoirs. Cascade of n lincar reservoirs having d ifferent 
time constants (s torage coefficients) will be called 
generalized Nash's model (Figure 2). 

Its transfer function can be evaluated with the help 
of Laplace transformat ion techniques as 

I 
H (s) = -:N,..,...------ ... (3. 1) 

n K. (S+I/K1) KI='=K}, i :;t=j 
i =- ) 

where, S = complex variable. 

After transformation to the time domain we obtain 
the kernel function (instantaneous unit hydrograph) : 

where, 

N 

h(t) = 2: (X;e-
t /Ki 

i= 1 

... (3.2) 

(XI = -V- ... (3.3) 

n (I + Kn/K,) 
n= l 
n".i 

For the Nash's model of N + 1 linear reservoirs with 
the same storage coefficients K = K = .. .. = K = K 

the kernel function is given by : 

h(t) = 1 tN- I e - I K 
feN) KN 

... (3.4) 

where, f eN) denotes the gamma functi on . 

Let us consider a sing le linear reservoir (Nash's 
model for N = I) . Its outflow is given by 

-1- 00 

Y (t) = f X(IX) h (t -ex:) d~ ... (3 . 5) 

- 00 

where, 

x(t), y (t) =stochastic proce se 

h(t -cx)=kernel funct ion, h(t) = I l K. exp(-t.K) 
fort ;;:'O 

Let us app ly Whi te noise input to the model of a 
single linear reso;:rvoir. The autocovariance of the input 
process is g iven by 

RoO. (T) = C . i) (T) .. . (3.G) 

I) (T) = Dirac delta functi on 

Stochastic properties of the o utput arc dcscribeu by 
means or the following form ulac 

Crosscovariance 
, 00 

R Ya; (T) = J R ... ("[ - IX). II (a.) dlX 

- 00 

C _ <' 
=-- .e -· n ,"[~O 

K 
.. . (3.7) 

Autocovariance 

+ 00 

Ryy(T) = J Ry~ (T + a.). h(rx)dlX 

- 00 

... (3.8) 

Obtained results enable u to say, that White noise 
passed through the single linear reservoir model is 
transformed into simple M a rkov noise(2). 

In stochastic hydrology it is often convenient to 
assume that inflows form simple Markov processes. Let 
uS apply now to the model of a single reservoir 
stationary and normal Markov noise of the autocovari
ance function given by 

R"., ('t) = D%x e- C (or) ... (3.9) 

"';-,=-X:_ H_, _ __,\; :.I.____H_2 _ ___'~- ---- -xn t..--._H_n _ __. Yn= 'r' 

FIGURE 2. 
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Proceeding similarly as in the case of White noise 
input we have obtained the following formulae 

Crosscovariancc 

- T!K - CT ) e - e , 

-r > 0 .. . (3.)0) 

A utocovariance 

-=:-:=:::.._,...-- C .K . e - T' K _ e - CT D
2

x ( ) 
C2K2_1 

... (3.11) 

It will be shown further that the above statement has 
the form similar to the output autocovariance function 
obtained for the general ized Nash's model consisting of 
two reservoirs when applying White noise input. 
Dividing Equation (3.11) by Ryy (0) we get autoco
relation function 

pyy ('I') = 
c.K (e - T/ K_e - CT ) 

c.K - I ... (3.12) 

We shall co nsider now the Nash's model consisting 
o.r n similar reservoirs having the same storage coeffi
cIents K. The kernel functlOll for tbis case is given by 
Equation (3.4). 

For the White noise input we have obtained tbe 
following relations 

Cl'osseovariance 

Autocovariance 

... (3.13) 

II- I 

e- T/K ",\:, ,,II-r l .. KJ.(n +J-~ 
L., (n - J-I)! -j1.21 
j - O 

... (3.14) 

For n= 1 the above formulae are con. istent with these 
worked out for a single reservoir 

For n=2 
C 

... (3.15) 
and so on. 

For the simple, stationary and normal Markov 
proc~ss On the input of the a bove model we have 
obtaJOed the formulae 

Crosscovariance 

Autocovariance 

n - 1 h 
,"" [(l-i%K)n-L- ( l +~K)n-"l(n+j-I)! KH-rH } 
~ L., (I _ cxK)n- h (I + Il)n- h)! (11-)1 21 
II OJ= o 

... (3.17) 

The autoeovariance functions described by Equations 
(3.14-3.17) are plotted in Figurcs 3 & 4 . 

We shall analyze now the gcneralized Nash's model 
consi sting of /1 lincar reservoirs having different storage 
coefficients. Its kernel function is de cribed by Equations 
(3.2-3.3) . 

i'yy (1) 

Q2 

K= 1.0 

,,_ , 
I V ' , 

r 

FIGURE 3 : AUlocovarianee funelion for Nash model wilh 
White noise on the input. 

3.0 4.5 

OX2·/0. e·03, K· LO 

6.0 75 

N=IO 

N·5 
N· I 

90 " 
FIGURE 4 : Autocovariance function for Nash model 

with Markov process on the input. 
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When applying White noise to the input the follow
ing relations can be obtained 

Crosscovaria nee 

n 

Ryx (or)=C. 2: 
i = I 

Autocovariance 

Denoting 

we get 
n 

RyY(-r) =2: 
i = I 

2Ki 
2 

-r;;;:'0 .. . (3.18) 

. .. (3 .19) 

N 

"" -1 ) + C' L., l /Ki+l/Kj 
... (3 .20) 

j _ J 

... (3 .21) 

where, Aj depends on lXi and Ki , i=) , ... ,n 

The above equation can be considered as the auto
covariance function for n-th order autoregressive process. 
It is easy to See that transformation of White noise in a 
Nash's model or 11 reservoirs is qualitatively equivalent 
to transformation of (11-I)th order autoregression 
scheme by a single storage reservoir. Both situations 
yield n-th order autoregression scheme of the output 
process. The above result means that the order of autore
gression scheme of an input stochast ic process increases 
by I after transformation in a single linear reservoir . 

4. CrosscorreJation of the Processes on the Outputs of 
two Nash's Models 

We shall consider two linear systems described by 
means of the kernel functions hl (t), h2 (I) (see Figure 5). 

.. X1 (t) 

.. X2 (t) hz (t) 

FIGURE S. 

Each of the subs) stems consists of the Nash's model of 
linear reservoirs having the same storage coefficients. 
The crosscorrelation function on the input of the system 

is assumed to be known . The power spectrum of the 
input signal is given by 

+ 00 

S,rP2(W) = f Rt1X! (or)C" j(dT ch = s" !Xl· (w) ... (4 .1) 

- 00 

The eros. covariance function of the out put proces es 
from the both subsystems i most interesting from the 
practical point of view. This function can be obtained 
~y integrating the cros power spe trum of the output 
s'.gnal 

-, 00 

Ry1 .v2( or) = 2~ f S Yl.l'2 (w) (' j,., dw ... (4.2) 

-00 

If the frequency intervals where the transfer functions 
have nOll-zero values do not overlap. the value of out 
put power spectrum SY1 J'2 (w) == O for all frequencies, 
what means that for all x ' (1), x: (I), are orthogonal. 
:rhe output cross power spectrum is generally e'<pressed 
ID the form 

... (4.3) 

Let us assume that S.·l .\ ~=A (White noise input) 
After integrating we have obtained 

A,,2n I 
R>'lY2 (or) = 

KL"(II- I)! 

... (4.4) 

For zero time-lag the above expression ha~ the form : 

R (0 (211 -2)! (KL)" - ' 
.l'l Y2 ) = A [(11 - f)!]2 (K+ LY,,- l ... (4. 5) 

When a .~suming the linear dependence or Ihl: ~ torage 
coefficients of both cascades the foll owing llutocl)rre la· 
tion function can be obtained 

( 
T) (n - f)! 2211 I 

' YJY2 -K = --(2n - 2)! (,T,K 

" t 
"" (n + p-I)! 
L..,p!(n - p-I)! 
p 0 

for T~ O ... (4 .6) 

This function has its maximum value for zero time-lag 

( 
-r) (Y '-)211-l rr.:,a: I'YIV2 K = rYlY2 (0) = 2~n - l I ';117 

... (4.7) 

The specific case of the above relations, obtained 
for the common input Xl = X 2 is of vaSt interc~t for 
hydrologic applications. With the excepti on of high 
frequencies in the power spectrum, not transferred by 
the system, all the processes contributing to the inflow 
are strongly spatially correJated. Thus usually it can 
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be assumed that two adjacent watersheds have common 
input processes. Then the structure and parameters of 
the outflow process of one watershed can be determined 
basing on thc inflow process and on the knowledge of 
both system operators. It is worth considering beca use 
the realizations of outflow process can be obtained in 
much easier way and more accurately than of an input 
stochastic process. 

Let uS assume common inflow process and consider 
two forms of these processes. When the inflow signal 
has the form of White noise, the crosscovariance 
function of the output signal is given by 

n-I 

2: (l1I+j- i)! - '- I (K+L ')-m-, 
- _ - -ril l - -
(n - j -- I)' j! . KL 

j =O 

... (4.8) 

where, K, /I and I, m repre. cnt the storage coefficient 
and the number of reservoi rs rcspectivcly for both sub
systems (see Figure 6). 

The simple Markov noise applied to the common input 
yields the formula: 

D2 - Or D2,\,.e- -r/K R () .r ·e 
)'1)'2 -r = {T+C"L7':)~"' -;-;(J'----:C::;-;K~)" - (I +CL)"'(I - CK)" 

(n+j- l)! T,, -j+i. ( - l)h-i 

(K+L )
"+J-I 

L h(1 - ')f .,., - I J.J.l. K.L 

The above expression is illustrated in Figure 7. 

... (4.9) 

The other model close to these previously analyzed 
is Diskin linear model (Figure 8). 

The crosscorrelation of the output processes of both 
subsystems is given by 

+ 00 +00 

RYJ)'I (T)= f f R"'lrl('t'-~+~) hl(rx)h2(~) d~d~ 
-00 - 00 

. .. (4.10) 

Let us apply to the input the normal, stationary Markov 
process. Then 

R"'lrl-r)=E{cxX(t)-~X(t -'l')}=rx~Rr('t')=(l~D2xe-C I -r I 
... (4.11) 

N· tO 
1'1 · 8 

M,7 

~ M· I, 

M·I 

· 9 -6 -3 

J( (t 

Ii;,/klr) 

15 

12.5 

/0 

75 

5 

2.5 

FIGURE 6. 

'Y'VzI1/ 

1.2 

06 

0.4 

0.2 

0. 3 
FIGURE 7, 
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FIGURE 8. 

L& 0.2 
K' 1.0 

2 3 '( 
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The autocovariance function of the process on the com
bined output [z(t)] is the most interesting from the 
practical point of view. 

R,(-r) = E{[Y1(t)+ Y2(t)][Y1(t-or) + Y1(t-'t')] 
= RnYl(T)+Rms('t')+RY2Yltt')+RYaYl(-r) ... (4.12) 
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where, 
+ 00 

Rxvb) = J R"Vi (T+,s) hi (~) d~ .. . (4.13) 

- 00 

+ 00 

Ry1Y2(T) = f Rx1Y2 (T-Cl) "1 (Cl) dCl 

- 00 

The above relations are illustrated in Figures 9 & 
10. 

5. Transformation of tochastic Processes in Muskingum 
Model 

Muskingum model is a special case of general 
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conceptual hydrologic model (2.2), described by : 

X(t) = y(t)+ d ::;(t) .. . (5.1) 

where, 

Wet) = Kx(t) +Ly(t) - storage 

x(t) - input to the system (inflow) 

yet) - output (discha.rge) 

Transfer function for that model usi ng Laplace trans-
formation is expressed by , 

Jf(s) = 1 - K.~ Ls+ J .•. (5.2) 

~hen returning to the tim e Llomain we ge t the eX pres
sIon for the kernel function of the model : 

L +K K 
h(t) = L2 . (' rlL_ L 8 (t) ... (5 . 3) 

where, S(r) denotes Dirac delta function. 

With White noise on the input (Equation 3.6) WI! 

obtain the following autoeovarianee function 

R (1') = D2 [(L -l A')2 (,-TIL _ (L+ K)K,) ./ ( 'I' ) 
YY .\ 2La La ~(' L 

K2 ] + L2 8(1') ... (5.4) 

or the simple Markov noise input crosscovariancc 
function Call be expre~sed as 

R () - ~ D 2 ) L+ K_f 2~L -'tIL . a:tJ 
yx l' - ! x ~ L«(1.L-l)L (1.L+ I (! - t 

- f e- eXTl T> 0 .. (5 .5) 

Autocovariance fUllction of the output has the form 

R () = _!?2,_ [Cl(U - K2) ,-TIL 
YY 't' G(2 L2- J / , t 

+ «(1.2 KL I) e-eXT] .. (5.6) 

6. Process of Storage 

In the preceding paragraph s we have (.;()n~idered 
outflow as the ~yslem output. Here we ~ hall briefly 
analyze some relations for storage in linear re~crvoirs . 
It should be noted that by term~ "outflow" and 
"storage" we mean the stochastic componcnt of Dut llow 
or storage. 

The storage equation for each includeLl in the Nash 
model linear reservoir i given by 

S, = ki YI ; = 1,2, ... , 11 ... (6.1) 

The total system storage for the Nash model having 
the same storage coefficients may be describcd as 

n " 
S = 2 s, = k L Yr 
iIi 1 

... (6.2) 
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Let y : (t) be a stationary process in the wide sense, then 
Set) is also a stationary process in the wide sense with 
the autocovariance function 

R .. ('r) 

n 

£[S(I+'t) S(I)] = k2 2: RYI Yj(T) ... (6.3) 

i. i I 

and from the other side 

d Set) 
S = ~ = x(1) - y(t) ... (6.4) 

S(1+ or) . S(I) = XCI + or) X(I)- X(I+r) y(l) 

-y(l+T) x(t) +y(t +T) y(l) . .. (6 .5) 

It yields 

Rss (-:) = R"" (T) + Ryl' ("r) - R~y (t')- R .. ,," (-r) . .. (6.6) 

Thus the autocovariance function can be calcu lated by 
double integrating of the ab vc formula. 

If the input process has the form of White noise , we 
obtain the following formula for the output process 
autocovariance function 

" - 1 

R (~) = _ A __ e - -r 'K '"' ({ ~,,-/)-l (67) 
Sl' K" fen) L.., I" •• ' • 

p=o 

where, 

{+[dp-t (n-p) ap- dk p =F 0 ... (6.7tt) 
ttp = l +do K p = 0 

d" = { - [Cp- (TI - p)dp_d k p =f: 0 ... (6.7b) 
? - C" K p = ° 

For n = I the White noise input yield the storage in 
the form of simple Markov process. Hence for the case 
of a single I inear reservoir retention is proportional to 
the outflow. 

So its autoregression model has the same order as 
that of the outflow from the reservoir. F ollowing the 
reasoning from the end of paragraph 3 it can be proved 
that the input stochastic process of II-th order of autore
gression scheme gives the storage stochastic proceSs of 
(n + I) th order for a single linear reservoir. 

7. Analysis of Time averaged Processes 

Continuous time processes arc rarely used in hydro
logic system ::snalysis. Discrete time sequences are 
usually formed by means of time averaging of continuous 
real proccs es . 

Tn thi s part of the paper properties of the stochastic 
process transferred through the linear model of the part 
of a watershed (Nash model consisting of 11 linear reser
voirs with the same time constants k) and time averaged 
will be analyzed. 

The influence of averaging period length on the 
properties of the processes will be also described. 

Let us consider two stationary stochastic processes 
Yl(1) and Y2(1) having zero means. 

We shall form the following integrals : 

and 

T 

S = 2~ J )'1(1) dl 

- T 

T 

V= 2~ I y~(I)dl 
- T 

. , .(7 . J) 

... ( 1.2) 

Assuming their existence in Riemann sense for each 
process realization. s and II become random variables 
with the following properties [see Ref. (3)] : 

T 

E(s) = 2lT I E{Y1(t)} dt = ° ... (7.3) 
- 7" 

T T 

RJj(O) = 4~2 f f RYl (f1' t2) dl1 dt2 
- T - T 

2T 

= 2 ~2 f (2T--r) RYl(or) d-r . .. (7.4) 

o 
T T 

Rn.(O) = -4~2 J J RYlY 2 (rl' (2) dt 1 d1 2 
- T - T 

T 

= 4~2 I (2T- lor I) Ry 1Y2 (-r)dT ... (7 .5) 

- T 
Tn the hydrologic practice time sequences usually 

describe the runofT phenomena on different watersheds. 
The relations between them can be used to obtain 
missing data. 

That gives autocovariance and crosscovariance func
tions expressed as follows : 

( 20 I l)T T 

R., (a) = 4~2 f J Ryy(tl> (2) dtl d12 

(2a- J)T - T 

2T 

=-- f (2T- I or I ) RY)' 4T2 
- 2T 

(2aT+-r) dor 
where, a €(o, 00) 

... (7 .6) 

2T 
1 

R.v (a) = 4T2 J (2T- I or I ) RYlY2 

-2T 
(2aT+T) d .. ... (7.7) 



TRANSPORMATION OP THE PRocesses IN THB LINBAR HYDROLOGICAL SYSTEM. 

We shall illustrate now the properties of stocha tic 
process transferred through the linear model of the part 
of a watershed and time averaged. 

Let us con ider the input in the form of White noise, 
process being very simple for the analysis and of some 
unportaoce for the hydrologic a pplications. The mean 
value of the time averaged output process equals zero, 
a it results from Equation (7.3). 

The variance of the averaged output proee s can be 
evaluated from Equation (7.4), substituting Equation 
(3.14) as the autocovariance function of the continuous 
output process. After some rearranging we get: 

where, 

n- I 

2A "'" (n+l-p)! 
(n-I)!Kb 2 ~ p!2"+p 

p=o 

b = 2T/K 

Crosscorrelation function of the random synchronic 
sequences under the same averaging period is the most 
interesting from the practical point of view. Assuming, 
that both systems consist of Nash' model of the same 
Dumber of reservoirs and applying common input in the 
form of White noise the crosscorrelation function for 
l' = 0 is given by : 

rsv (b, C) 
1.0 

0.8 

0.6 

0.4 

02 

QI 0. 2 0.3 0.4 0.5 0.7 10 

,, - 1 

~ f(.!2 _j I )-n~( C )-f' 2T l c -, L. II + I .[(b, 11, p) 

/, = 0 

II- I 

+( f + I f" 2:C: + I) /'. fi c, 1/ , p) 

1'" , (b , c) = p _0 
/ II- I 

tV [4-L 2n+r feb, II , p)] 
P 0 

... (7 .9) 

where , 

1 (lI+p-I)! 
l(x,n , p) = x(n-l)! fl! 

Il - i' I 

~ (X - I1 +P)[J -(' \ L ,:~ J 
g 0 

+ x"-P e- ' l 
(II - fl - I ) ! ~ 

.. . (7 . 10) 

and b (' have the same meaning as h in Equation (7.~). 
for th~ both systems. Results obtained for tlte ca~e of 
one reservoir in each system are easy for the interpreta
tion . 

C~2.n 

c:V.' 

b 

FIGURE 11. 
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FIGURE 12. 

The crosscorrelation function for 'r = 0 is given by : 

bc'\lJiC(b +e-b- l + c+e-r + 1) 
b+c b2 c2 

( so (0) = .. . (7.11) 
v(b+ e-b- l) (c+C-"- I) 

This is ill ustrated in Figure I I. 

The properties of the integral sequences (7.6-7.7) are 
illustrated by the autocorrelation function for one linear 
reservoir with White noise on the input : 

{ 

b(l-a)-e-ab+e-b ch(ab) 
b+e-b- I forO~a~ 1 

f .f (a, b) -= h b- I ,e - 6 J raJ) fora~1 ... (7.12) 
>+e -

This leads to the conclusion that the time averaging of 
the processes on the output of the linear, supplied with 
White noise reservoir in equal unjoiot intervals gives the 
Markov equence for a = I, 2, 3, ... . It is easy to 
notice from the formula Equation (7.12) for the case of 
a ~ I. Figure 12 shows the relation between the 
autocorrelation function, index of the integral sequence 
a and the normalised period b = 2T/K. 

8. Concluding Remarks 

The usage of information concerning water resource 
stochastic properties in water· economic projects needs 
the developing of the methods enabling the utilization 
of longer informational sequences in short series. In 
hydrologic model systems there exists noise caused by 

the lack of the information concerning all input signals. 
Considering of rand om properties of watershed operator 
complicates the analytic determination of transformed 
stochastic process. Thus in this caSe and in the caSe 
of non-linear watershed model it is better to simulate 
the work of the system supplied with artificially generated 
process. In the paper there were found the relations 
between conceptual watershed models and stochastic 
models. The transfer of stochastic processes (White 
noise, Markov noise) through the conceptual models was 
examined in view of second order statjstical momentS. 
It was found that continuous proceSSes when transferred 
through the linear reservoir cascade model preserve the 
autoregressive scheme character on the output. Each 
reservoir increases the order of the autoregressive scheme 
by one. There were also discussed some aspects of time 
averaging of output processes. 

HUman activity changes the watershed. The 
researches on the physical interpretation of watershed 
system parameters are being developed. It would enable 
the determination of changes in the watershed system 
operator caused by the men activity in the landscape. 
Although it is known that there is no need of many 
year observations to identify the stationary watershed 
system. It is suppo ed that the meteorological process, 
responsible for supplying the watershed (in the paper 
water supply was defined as the volume of water partici
pation io mass transfer, here-the process responsible 
for the supplying that is precipitation, temperature, 
moisture) is not very sensitive on the human activity 
changes. Hence the random process transformation in 
the hydrologic systems will give the possibility of 
obtaining the runoff process characteristics under the 
new conditions. 
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SYNOPSIS 

In order to optimally design and operate multibasin {mel I1/lIltire.\·(,I'I'oir systellls, 
it is necessary to take into account the space-time correlafioll of illflows. Currclltly 
available models (1975) are based on small or 10llg memory and they gel/crally ('ollsidcr 
the variability in space and time simultancously. jf seems possible to decouple tile I'ari· 
ability of lIlultisite streamflows illto: (i) the within-tile-station I'arialiol/ ; (ii) the all/ong
the-stalion I'ariation; and (iii) I/U' pure random varialion at a given .I'il('. D('couplillg 
makes it possihle to use more complicated moclels and also the a(iI'all('cs made ill IIIlil'aria f(' 
modelling. 

The following steps are suggested: (i) Normalisation of strcalllflow.l· hy logarithlllic, 
square root or other appropriafe transformation ; (ii) Standardisation fo haw' statiollarity 
il1 the mean and I'ariance; (iii) Fifling of a unil'ariate moclel af each s//(, fO .1'£',1(1rat(' tIl(' 
persistence and serially independent random components; (il') Fiffing of a mulfil'ariate 
model for the random components at the sel'eral sites; and (v) 8.1' rel'(,I'.I' /IIE; the .I'tep.l', {l 

mu/fil'ariate coupled model can be derived. 

The procedure is illustrated with all example from India . Th£' decoupled III 0 del 
indicates the variability of streamflows due to autoregression , cross-correlation and 
random component.l'at each site. [f can be useclfor flow forecasting , daw generatioll alld 
optimal design and control. 

The design and operation of a water resourceS system 
should be based on a clear understanding of the 
processes affecting them which in turn depends on 
proper analysis and interpretation of data. Particularly 
important are the streamflow data which exhibit complex 
stochastic characteris tics. These include: (i) a non
stationary behaviour in terms of the seasonal variation 
of the mean, standard deviation, serial dependence, etc. ; 
(ii) trends due to natural or human influences; 
(iii) periodic or cycl ic components; (iv) auto regression 
or persistence within the time series; (v) moving average 

component or external correlation between random 
components at thc site; and (vi) corrclation in space or 
among the time series. Generally factor s (I) to (I') are 
studied in the univariate modelling of the time series of 
streamflow at a ~ite and factor (I'i) is studied in the 
multivariate modelling of severa! time series. Knowing 
the dependence or independence of slrcamflows in a 
mUltiple reservoir system, it is possible to design and 
operate the system hy taking advantage of the depen
dence or independence. Multivariate modelling involves 
the rcpresentation in mathematical terms of the stream
flow variability at each site and among the sites. Though 
the variables considered in this paper are stream flows. 

45 



46 RAMASESHAN AND KRISHNASAMI 

the procedure developed can be used also for any se t of 
related multivaria te time series. 

Multirariate Modelling in H ydrology 

Multivariate time series models in hydrology belong 
generall y to one of the fo llowing categories: 

Small Lag Models 

Fiering(l) proposed a pri ncipal component model 
fo r multiple time seri es. Torranin(2) suggested canonical 
correlation for application in multivariate hydrologic 
modelling. Matalas(3) proposed a general first order 
autoregres ive multivariate model as follows: 

{x(j + I)} = lA]{x(j )}+ [Bo]{'I)U+ I)} ... (1) 

where, {x (.i)l is a vecto r o f' n variables, say streamflows 
at n si tes, at time j ; {'IJ (j)} is a vector 11 independent 
variables at time j each with mean zero and unit 
variance; and [A] and [Bo] arc 11 X 11 coefficient matrices. 
This model ha been extensively used for model
ling streamflows(3)(4)(r.)(6)C)(8)(D)(13). The components 
of {x (j)} may also represe nt different processes 
at the same si te at time j or different processes at 
different si tes at time j. The Hydrologic Engineering 
Centre(l(') uses a multivariate regression relationship 
which can be considered as a special case of Matalas 
model. 

A higher order model has a lso been proposed as 
follows: 

{x U+ I)} = [AJ {x (J)}+ ......... 

+[Am] {x(j+I - m)} + [Bo] {'IJ(j+ I)} ... (2) 

The model of Pentland and Cuthbert(l2) i a modifi
cation of Beard's(ll) model and it can be considered as 
a special case of Equa tion (2) . 

Long Lag Models 

Hurst empirically analysed large number of natural 
data series and found that the II-year range R" Was 
proportional to the k-th power of the standard deviation 
of the variable where, k -=O·5 . Theoretically autoreg
ressive models can be shown to have k = O' 5. Since 
Hurst effect (i.e., k :;t:O'S) was consistently shown by 
several natural processes, Mandelbrot and Wallis(14) 
proposed a so called " Fractional Gaussian Noise" 
model which has a long memory and long, though 
small, serial dependence. Matalas and Walli s(1fi) have 
proposed a multivariate fractional noise model. Mejia 
et al(:1 8) have proposed a multivariate broken line model 
which also preserves the Hurst effect and which is an 
approximation of the fractional noi e model. 

Decoupling in Multivariate Models 

A general (m, /) order autoregressive moving 
average multivariate model of the following form may 

be considered: 

{x U+ J)} = [AI] (x (.i)H· .. .... + [Am] {x (J+l-m)} 
+ [Bol {'/j U+ l )1+ ... ... +[Bl] {'IJ (j+I-I)} 

... (3) 

where, [Bll, ...... , (BJ are matrices of moving average 
coefficients and others have been defined earlier. 
Eq uation (3) can be considered as an extension of 
Equation (2), and of the univariate autoregressive 
moving average (ARMA) model for the multivariate 
case. Wi th adequate data, it is mathematically possible 
to estimate the order (m, I) of the process and also 
determine the coefficients which are elements of [A] and 
[B) matrices. However, because of the large number 
of coefficients to be estimated, the results will be very 
much data dependent , unstable and furthermore they 
will be of questionable reli ability. 

Multivariate time series modelling is complicated by 
the fact that the variability of multisite stream flows may 
be attributed to : 

(1) the within-the-station variation, say in terms of 
autoregreSSive, moving average and the serially indepen
dent random components at each site, and 

(2) the among-the-station variations in terms of the 
cross-correlation between the streamflows at different 
sites and the internally and externally independent pure 
random components at each site. Univariate models in 
hydrology deal with the within-the-station variations 
and generally multivariate models consider both the 
above factors simultaneously. It seems possible to 
decouple the variability due to these two factors so that 
the within-the-station varia bility can be first estimated 
to determine the seriaJly independent random com ponent 
at each site and then use a multivariate model to explain 
the among-the-station variability and the interstation 
cross-correlation. This approach seems to be very 
advantageous beca use of the following factors: (i) The 
expertise developed in the past two decades in univariate 
time series modelling can be beneficially used. (ii) Since 
serially independent random normally distributed 
variates are used in the multivariate model, a better 
performance of the model can be expected tban with 
serially correlated data. (iii) Since the parameters are 
estimated in stages, the number of parameters in each 
stage is comparable to that of univa riate and multiva
riate models respectively and the problem of simultane
ously estimating all parameters [as in the case of 
Equation (3») is avoided. (iv) Where data lengths vary 
from station-to-station, all the available data can be 
used in the estimation of parameters and decoupling 
eliminates errors and bias that may be present in 
simultaneous estimation of parameters. (v) Decoupling 
of spatial and temporal variations has been suggested 
recently by Mejia and lturbe(l8) and Yevjevich and 
KarpJus(lO) . Rather than using simple spectral and 
correlation procedures to repre 'ent spatial variability, 
the use of multivariate models is suggested in this paper. 
(vi) The decoupled multivariate model is hence a very 
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powerful tool in representing complex multiple interre
lated time series. 

Proposed Methodology 

The mathematical modelling of decoupled multisite 
streamflow sequences involve the following steps: 

(i) Normalisation of streamflows at each station by 
logarithmic, square root or other transforma
tions as appropriate . 

(ii) Standardisation of streamfiows a t each s ite to 
have stationarity in the mean and standard 
deviation by suitable procedures (1)(4)(1)(8). 

(iii) Fitting a univariate model a t each site to 
separate the persistence and serially independent 
random components. Suitable models include 
those of Beard (It) , Arima(l7), Thomas-Fier
ing(20), etc. It is proposed to consider only short 
lag models in this study . For example, let the 
ARM A model of order (p, q) be represented as 
follows: 

(h') 

{x U+l)} = [R1] {x(J)} + .. . +[Rp1 {x U+ I -p)} 
+ [Qo1 h(J+l)}+ .... + [Qq] ("I)(j + l-q)} 

. .. (4) 

where , {"I) (j)} is the vector of serially indepen
dent variates at time j ; and [Rl] and (Qj) are 
diagonal matrices of autoregressive a nd moving 
average coefficient s. Further the univariate 
modeis may be stationary or, because of 
seasonal variations in serial correlation , non· 
stationary. After the univa riate modcls are 
fitted, the serially independent random compo
nents at each si te can be separated and tested for 
their randomness, di stribution and parameters. 

Let {E (.i)} be the vector of pure random com
ponents a t time j which are free from serial and 
cross-correlation. Then {.I)(j)} can be rela ted 
to {E (j)} by a (m, /) order multivariate ARMA 
m odel as given by Equation (3) . In this study, 
the simpler Matalas model [Equation (2)] is 
used as follows : 

{"I) (j)} = [C) {"I) (i - I)} + [D] { f (j)} ... (5) 

where, [C) and [D] arc coefficient matrices. 
Depending on data , these may be stationary or, 
because of seasonal variations in c ross-correla
ti on structure, non- stationary. 

(v) By reversing the steps, the coupled multivaria te 
model can be derived. 

Caie Study 

Data Used and Preliminary Analysis 

Concurrent streamflow records for a duration of 
25 years for 3 tri butaries of a river in North 1 ndia were 
used in this study. Non-concurrent records could have 

of data , viz., the monthly series and the ten daily serie~ 
were used. The data eries were normalised by logari 
thmic transformation. They were then tandardised to 
have zero mean a nd unit variance for all periods of the 
year by standard procedure (.). The normalised 
standardised data series represent {x (j)} and were used 
in subsequent steps. 

Univariate M ode/ling 

Box a nd Jenkins (17) have suggested procedures for 
fitting ARMA models to the univariate time serie . The 
correlogram and partial correlation wefficients were 
calculated for each se ries. They are shown fo r monthly 
streamflow at station I respectively in Figures I & 2. 
From the result ~, autoregressive models of order I and 
3 were identified respecti ve ly for the monthly and 10 
dai ly series. The parameters were estimat ed by non
linear least squares algorithme 7) and a rc shown in 
Table 1. It may be n ted from Table 1 that for the 10 
da ily data series the residua l variance decreased only 
marginally when the order of the model wa s increa sed 
from I to 3, and so in this ease a lso a Jirst order model 
was considered satiSfactory . The residual ra ndom com
ponents were calculated and tes ted for i nderendenee by 
correlation (Figure I) a nd spectral analysis . They were 
also tested for normality . In a ll the three cases, they 
were found to be se ri a lly independent normal variables . 

TABLE J 

Non-linear lells t SQUllrcs cstimlllc~ (If Jlurllnll' l er~ 
for univarial(' AR model. 

Station I Order I in!tia i I F! na l I Std . errur I RCSi~ 
No. est Imate estlJlla te val lance 

MONlliLY FLOWS 

1 0 .52 0.5176 0.0495 0 .733 
2 0.57 0.57 14 0.0475 0.675 
3 0 .56 0.5593 0.0479 0.691 

TEN DAlt y FLOWS 

t 0.02 0 .6219 0.026 0.6174 

2 0.534 0 .5352 O.OD 0.6033 
0139 0.1397 003 3 

3 0 .522 0.524 0 .()33 
0.092 0 .0972 0 .0375 0.6002 
0 .088 0.0796 0 .033 

2 0 .67 0.6739 0 .025 0.5467 

2 0 .632 0 .6322 0.033 0.5455 
0 .056 0.0592 0 ,03 3 

3 0.624 0.6265 0.033 
- 0.034 0 .0223 0 .039 0,537 1 

0 .143 0 .1285 0.033 

3 I 067 0.6723 0.()25 0.5481 

2 0 .608 0 .615 0 .033 O.S44R 
0.093 0 .086 0.033 

:I 0.599 O.60S 0.033 
0 .033 0.021 0.039 0.5.192 
0 .099 0 . 107 0 .033 

been used as in some earlier studies (6) (21). Two sets ____________ _ 
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6) TRANSFORMED STANDARDISED DATA 

® RE SIDUALS 

FIGURE I : Serial corrcIogrllm of flo~s :11 station t 
(monthly series) . 

Each of the random component series was tested for 
seasonal effects in serial correlation. It was found that 
correlation between adjacent periods was very significant 
though the correlation was positive for some period 
and negative fOf others. This result derives from the 
fact that serial correlation is negligible in monsoon 
period and is large jn winter months. The non-linear 
least squares estimate is an average over the seasons and 
so the residual. still preserve the seasonal variation in 
serial correlation. The AR model was hence rejected . 
A non-stationary (lirst order) Thomas-Fiering model 
(or AR model) was used and the resulting random com
ponents did not exhibit the seasonal variation in serial 
correlation. The results are not indicated in this paper. 
The residuals from the non-stationary Thomas-Fiering 
model constitute the {'I) (j)} and were used in the next 
step, viz., multivariate modelling. 

Multivariate M odellillg 

The multivariate model used in this study is the 
first order autoregressive model given by Equation (4). 
Using standard procedures (3)(4) and assuming [D) to 
be a lower triangular matrix, the elements of the 
matrices, [C] and [D] were determined. The results are 
given in Table II. The pure random components at each 
station were estimated and tested for randomness and 
normality . The cross-correlation between the pure 
random components at any two sites were calculated. 
The cross-correlation coefficient between the monthly 
data series at stations I and 2 are Shown in Figure 3 
for both the standardised normalised series and the 
pure random components. It may be seen that the pure 
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FIGURE 2 : Partial correlation coefficients at station 1 (trans
formed standardised monthly data series) . 

TABLE 1I 

Parameters of the multivariate model Equation (5) . 

MONTHLY FLOWS 

[ -O.OIS -0.022 -0.006 ] [el ~ 0.034 - 0.017 0.003 
- 0.029 0.005 0.005 

[D) = [ 
0.859 0.0 0.0 ] 0.531 0.624 0.0 
0.447 0.285 0.637 

TP.N DAILY FLOWS 

[ - 0.102 0.067 0.017 ] 
[C] = 0.044 0 .027 0.056 

0.048 0.094 0.118 

(D] -' [ 
0.776 0 .0 0.0 ] 
0.480 0.560 0.0 
0 .360 0.234 0.592 

random components are not significantly cross-correlated 
at 95 percent confidence level. The study is being 
continued to investigate whether a seasonal multivariate 
model is necessary or the stationary model is sufficient 
to represent the data series used. 



DBCOUPL D STOCHASTIC MODELS FOR MULTlS1TE STREAMFLOWS 49 

f\ 
I . o 

® 

TRANSFORMED 
STANDARDISED DATA 

I I 
I I 

C 
<lJ 
u 

<lJ 
o 
u 

C 
o 

~ 
<1J 
~ 

~ 

RESIDUALS 

0·2 
I 

I 
If 

I 
I 

? 
I 

I 
.r;) 8 

I 
o 
\ 
\ 
\ 
0'"""0 

\ 95% Upper confidence (Imll 
- ~ . - --_ -- - ----

o 
u 

II) 
III 
o 

~~~~~~~~~~~--~~~~--~~~~~---+'~~---+--~14~lAG 
0/ 

~ ,0... I '0, u - -'d'- - ~'1:>L - ----- --- -- ------

- 0·2 

FIGURE 3 : Cross-correlogram between flows in stations 1 and 2 (monthly series) 

Coupled Multivariate Model Conclusions 

By substituting the multivariate relationship of 
Equation (5) in the univariate relationship of Equa
tion (4) the coupled multivariate relationship can be 
derived and it is as follows: 

{x(j+I)} = [R1]{x(j)} + ... + [Rp] (x(j+l-p)} 
+[Qo1 [C] {~ (j)} + ... + [Qq1 [C1 h(j-q)} 

+[Qo][D]{E(i+ I)} + ... + [QqJ[D] (EU+ I- q)} 
... (6) 

In the right hand side of Equation (6) , the first p 
terms represent the autoregressive component; the 
next q terms represent the cross-correlated moving 
average terms among the serially independent random 
components; and the last q terms the cross-correlation 
between the pure random components . For the case 
studied, p= I; q=l and [Qol = [I), the identity matrix 
and so Equation (6) reduces to 

{xU + 1)}=[R) {xU )}+[C)hU)} +[D){ E(j + I)} 
... (7) 

They can in turn be transformed baek to the stream
flow series by reversing steps (ii) and (i). 

Uses of Decoup/ed Model 

The decoupled multivariate model can be used in 
modelling and analysis of multivariate time series. 
I?e~ending on the variance due to each component, the 
sIgnificance of auto and cross-correlation can be deter
mined. It Can be used in forecasting multivariate inter
related processes ~nd in data generation. The generated 
data can be used In turn in optimal design and control 
of multi-reservoir systems. 

On the basis of this study , the following conclusion!> 
can be made : 

(I) Multiple streamflow serie.~ can be represented 
by a decoupled multivariate model Whl h 
considers separately but in sequence the 
within-the-series correlation in each series and 
the among-the-series correlation . 

(2) Thc delinking of the variabilities faci lit ates the 
use of well proven univariate models and the 
estimation of the parameters by standard pro
cedures. The resulting multivariate: model is 
also well behaved. 

(3) The relatively simpler modds in the two main 
stages can then be recoupled and transformed 
back to yield a complex multivariate model. 

(4) The variability of the multiva riate process in 
terms of the components gives a better under
standing of the process. 

(5) The results can be used in forecasting , data 
generation, and in tUfn in optimal design and 
control or operation of multi-reservoir systems. 
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YNOP I 

Following the theory of the extremes ofa random /lumber of rando1ll mriab/e.l', a 
stochastic model is presented for the interpretation, analysis and predictio/l of 1he lar~('.11 
peak discharge abol'e a given base level . The mode/for the distribution of the 1IIa~l1i1I1d(' 
of jlood peaks has been applied to 87 years' data for the Ga/lga River at Hart/war . A 
comparison of results with those obtained by Gumb('{,s In('t/lOd indicates thaI th£' 
introduced model fits the data better. Estimation of designjlood has also bee/l work I'd 
out for various recurrence intervals by this method. 

1. Introduction 

1.1 The estimation of flood flows or the maximum 
probable flood has been madc in the past with the aid 
of a number of empirical formulae. These generally 
contain one or two parameters which are supposed to 
lake cognizance of the entire set of variables affecting 
the flood fl ows. 

1.2 In later studies, the estimation of flo od flow s 
was based on the usc of formulae which gave the 
magnitude of the expected flood with a specified level 
of probability. Although the element of probability was 
introduced in these formulae , such as, modified 
California, modern California, Foster, Gumbel, Powell 
and Ven Te Chow, they are still not realistic because 
they are deterministic and do not consider the element 
of time. The latter is possible only by the stochast;,c 
(time dependent probabilistic) approach . 

1.3 Work in the field of stochastic hydrology has 
been introduced in the United States of America by 
Yevdjevich, Ven Te Chow and others. But no general 
formula or procedure has been laid down for the estima
tion of the flood to be expected with a specified level of 
probability, based on the stochastic approach, nor has 
any numerical solution been presented for varying 
hydrologic situations. The paper presents a new 
approach based on stochastic propertie of floods in 
which use is made of some recent developments in the 
theory of extremes. 

2. Stocha tic Approach 

2. 1 1 n the old or existing c ncept of only one pea k 
flood in a year, it has been stated by Langbein(l) , "Onl l 
the greatest flood in each ycar is used . An objc(;tiol1 
mo t frcquently encountcred with rc ped to the u~c or 
annual tloods is that it lIses only one flood ill cach )car . 
Infrequently, the . econd highest flood in a given yenr, 
which the abovc rule (i.e., annual floods) omits Illay 
outrank many annual floods" . An annual fl ood nced 
not be an inundation and might evcn bc a drought. An 
objection frequently taken to the conventi onal concept 
is that th e flood level often does not cxceed a ccrtain 
stage, say the bankfull stage. During dry years, highest 
annual peak dischargcs may be quite small and may not 
constitute a flood . 

2.2 Tn the new concept presented, the datu on flood 
peaks arc used above a given base level , to derivc the 
distribution of the largest flood or peak flow ina given 
time interval (0, t). The magnitudes of these peaks are 
considered as a series of random variables. Thi s replaces 
the existing concept of taking only one flood for a 
particular year irrespective of its magni tude. 

2.3 In this manner, a sequence of random variable~ , 
~1' ;2, ~3,· .... . ,~n, which are cxceedances of flood fl ows 
above a base flow, is obtained as the series of flood:.. 
Both the number of flood peaks in cach subsequent time 
interval (0, t), say with the year as the interval, and the 
time when a peak flow occurs are random variables. 

51 
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The problem may thus be treated as an offshoot of the 
classical theory of extreme values(2). According to the 
latter, the number of observations n is always specified, 
the largest and smaUest values beillg functions of n. In 
many practical investigations, particularly in flood 
control problems, it is pertinent to asseSS the maximum 
probable or expected peak in a given interval of time. 
Following the theory of a random number of random 
variables, the number of observations in the interval 
(0, t) is a random variable so that the extremes consi
dered in the time interval (0. t) arc functions of t. The 
series of floods , according to this concept, constitutes 
partial duration series. 

2.4 Coming to the practical application of the concept. 
it may be pointed out that the design flood pertaining 
to an engineering structure i pertinent only when it 
exceeds a certain critical magnitude, which is termed as 
the base level. Flows below this base may be justifiably 
excluded because of their inSignificant role with respect 
to the safety of the structure. 

2.5 The base flow Qb may be defmed. as stated 
above, as the magnitude of the discharge above which 
water flows above the banks of a river at a specified 
point . In other words, Qb may be taken to be equal to 
the bankfull discharge of the river at the particular 
point . 

2.6 If Q/ is the flood peak which has occurred in the 
time interval (0, t), then the flood exccedance XI in this 
interval may be defined as : 

Xi = Q; - Qb ... ( J) 

where, Qb denotes the base flow which is equal to the 
bankfull discharge of the river. 

2.7 The number net) of flood exceedance in an 
interval of time (0, t) .a well as the magnitudes x(t) of 
these exceedances are tIme dependent random variables. 
The time To of occurrence of these exceedances are also 
random variables. The time Ti is associated with the 
random variable XI (for all i = 1,2, 3, ...... , 11). 

3. Di tribntion of the Magnitudes of Exceedances 

3.1 . Using th~ results o?ta~ned by TOdorovic(3) and 
Emir Zelenhaslc('), t~e dlS~flbu~ion function, F, (x), of 
the largest exceedance In a given Interval of time (0 t) 
can be obtained as : • 

0(' 

F, (x) = ~ [{H(x)}i.P(E/)] 
i = J 

... (2) 

in which, H(x) i the distribution function of all 
excee~nces in a ~!ven interval of time (0, t), and 
P(~/) IS the probabilIty of occurrence of, i, exceedances 
dur~ng the lUterval of time. (0, 1) which have been 
denved by standard mathematical methods and are given 

below : 

and 

H(x) = I -e-~ 

P(E,,) = (>. . t)1 expo (->. . t)/i 

. . . (3) 

... (4) 

where, I /~ is a scale parameter and A is the mean 
number of exceedances in a unit time. 

3.2 The distribution function peEl) as given in 
Equation (4) is a time dependent Poissonian process. 
The other distribution function H(x) of exceedances is 
~ two parameter gamma probability distribution func
bon. Two probability laws have played an important 
role in connection with the magnitude of :flood peaks. 
These are the gamma and the exponential probability 
laws.(4) . Because the exponential distribution is a 
parttcular case of the gamma distribution. the family of 
(two parameter) gamma distributions is used in the 
sequel as the common distributions of exceedances . 
Therefore, the family of gamma distributions in com
bination with time dependent Poissonian process has 
been used in Equation (2) for the determination of the 
th:eor~tjcal distribution of the largest exceedance. Sub
stitution of Equations (3) & (4) in Equation (2) gives: 

FI (x) = expo [-A . t . e-I~x] ... (5) 

For a particular exceedance xT for an interval of T 
years, Equation (5) may be rewritten as : 

. .. (6) 

4. Estimation of Design Flood 

4.1 Let xT denote the magnitude of the flood exeee
dance whose expected recurrence interval is T years 
such that: 

XT> 0 and T> 0 

then F(xT ) will represent the probability of occurreuce 
of an exceedanee xT and may be taken as below : 

F(XT) = 
~ 

. .. (7) 

A being the mean number of exceedance in one year. 

Substitution of Equation (7) in Equation (6) gives: 

,\ ~ T = expo [ A . T . e-~xT ] . . . (8) 

Solving Equation (8) for xT we get the following 
mathematical model: 

I 
xT = T [In (). . T)-in { in (?-. . T)}] ... (9) 

where, ~ and A are constants for a particular series of 
data. 
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Therefore, the design flood YT may be obtained as 5 0 

below : 

YT = Qb + xT . . . (10) 

Qb being bankfull discharge of the river. 

4.2 Substituting the expression for xT from Equation (9). 
the stochastic model for the estimation of the design 
flood works out to : 

1 
YT = Qb +13 [In (f.. . T)-In {In (,\ . T)}] ... (11) 

S. Analysis of Data 

5.1 Distribution of Magnitude of Exceedances 

5.1.1 The application of the above method has been 
made to study the distribution of the magnitude of 
exceedances for the Ganga River at Hardwar. Flood 
data, in the form of partial duration series, cover a 
period of87 years, from 1885·1971. The base flow, Qb, 
for this series is taken to be equal to 4,333 mal ec as 
this is accepted as the bankfull discharge in the design 
of the weir at Bhimgoda. A series of 175 flood peak 
exceedances, in the course of 87 years, waS obtained 
from the data which worked out to two flood peaks per 
year on an average. The data may be seen in Table 1. 

5.1.2 It is observed from the data given in Table I 
that the majority of the flood exceedances for the 
Ganga River at Hardwar occurred during II June to 28 
October each year. Table I r gives the number of 
recorded exceedances during this period which have 
been represented in Figure I. 

5.1.3 The estimation of the value of the parameter ~ 
was made as per Table ur by using Equation (3) which 
worked out to 4.05 x 10-', and with this estimated 
value of ~ the general distribution of the magnitudes of 
exceedances was obtained as beolw : 

H(x) = l-exp.(- 4.05 X 1O·4. x) 

x;>O 

where, x is in m 3/sec. 

... (12) 

5.1.4 The observed frequency distribution and the 
corresponding fitted simple general exponential distri
bution function have been calculated, vide Table 1V 
and plotted in Figure 2. It can be seen from Figure 2 
that the simple exponential distribution function gives 
very good fit in the case of the observed frequency 
distribution. 

5.1.5 The double exponential distribution of the flood 
exceedances with a year as the time interval has now 
been obtained as follows: 

5.1.6 The value of the parameter ,\ which is the average 
Dumber of exceedances per year, has been worked out 
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FJGURE 1 : Occurrence of cxcccdllncc durin!! sc I'en non
overtapping intervllts or tlood ~'ellr considered 
(Ganga I{iver at Hnrdwar) . 

as (175/87)=2.01. On substitution of the value in 
Equation (5), the frequency distribution becomes : 

F(x)=exp . [- 2.0 1 {expo ( - 4.05 x 1O-4.x)}] 
x>O 

... (13) 

where, x is the flood cxccedancc over the bankfull 
discharge, which is a double exponential distribution . 
Values of this double exponential frequency di stribution 
have been calculated as in Table V and havc been 
plotted in figure 3. 

5.1.7 Chi·square test was applied for testing the quality 
of fit. The estimated value of '1..2 was 6.927, whereas 
the critical value of "K at 5 percent level of significance 
is 7.815. This test shows close conformity between the 
fitted and the observed distributions of the largest 
magnitudes of exceedances . 

5.1.8 The results of the method developed in this 
study have been compared with the meth lld used by 
Gumbel. The mean and standard deviation of the 
maximum annual discharges for the 87 years considered 
have been worked out as Qa = X = 6635,63 m!J/sec and 
a(Qa) = S = 3130.8 m3/sec. The data of annua l peak 
discharges may be een in Table VI. 
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I. 
No. 

I. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

Il. 
12 . 

13 . 

14. 

15 . 

16. 

17. 

18. 

19. 

20 . 

21. 

22. 

23. 

24. 
25. 

26. 

27. 

28. 

29. 

30. 

31. 

32 . 

33 . 

34. 

35. 

36. 

37. 

38. 

39. 

40. 
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TABLE I 

Flood peak~ and mll~nitudes of Hood peak exccedances 
(Base of partial duration series (Qb) 4,333 rna/sec). 

Yea, 

2 

1885 

1886 

IS87 

1888 

IStl9 

1890 

11191 

IS92 

1893 

Date 
Flood 
peaks 
(Q) 

rna/sec 

Flood peak 
exceedances 
(X) = Q- Qb 

rn3/sec 
--- ----1----- 1 ____ _ 

3 

July 16 

Aug . 9 

July 15 

July 22 

July '27 

Aug. 5 
Sept. 2 

Aug. 2 

Aug . 2'2 
July 22 

July 27 

July 31 

Aug. 2 

Sept. 1 

Sept . 20 

June 25 

Jul y 7 

July 17 

July '29 

Aug. 3 

Aug. 15 

Aug . 29 

Sept. 9 

July 19 

July 30 

Aug. 7 

Aug. 19 

Aug. 31 

July 26 

Aug. 14 

July 26 

Aug. IS 

Aug. 25 

Sept. 3 

June 29 

July 26 

Aug. 4 

Aug. 10 

Sept. 5 

Oct. 19 

4 

5,814 

7,241 

4,665 

4 ,848 

4,369 

9,163 

6,018 

5,882 

7,407 

5,417 

5,034 

4,909 

4,848 

5,4}7 

6,870 

5,680 

7,936 

4,84tl 

H,827 

7,546 

9,855 

7,857 

4,971 

5,814 

11 ,887 

6,508 

9,'249 

5,417 

4,786 

8,827 

4,605 

5,747 

7,546 

4,971 

5,287 

5,482 

6,087 

6,1!70 

8,498 

5,118 

5 

1,481 

2,908 

332 

515 

36 

4,831 

1,685 

1,549 

3,074 

1,084 

701 

576 

515 

1,084 

2,537 

1,347 

3,603 

515 

4,494 

3,213 

5,522 

3,524 

638 

1,481 

7,554 

2,175 

4,916 

1,084 

453 

4,494 

272 

1,414 

3,213 

608 

955 

1,149 

1,754 

2,537 

4,165 

795 

41. 

42. 

43 . 

44. 

45 . 

46. 

47. 

411 . 

49 . 

50. 

51 . 

52. 

53 . 

54. 

55. 

56. 

57. 

58 . 

59. 

60. 

61 . 

62 . 

63 . 

64. 

65 . 

66. 

67. 

68 . 

69. 

70 . 

71. 

72. 
73 . 

74. 

75 . 

76 . 

77. 

78. 

i9. 

80. 

81. 

82. 

83. 

84. 

85 . 

2 

1894 

1895 

J896 

1897 

1898 

1899 

1900 

1901 

1902 

1903 

1904 

1905 

1906 

1907 

TABLE I (Comd.) 

3 

July I! 

July 21 

July 27 

July 30 

Aug . 6 

Aug. 12 

Aug. 26 

Sept . 6 

July 2 

Aug. 13 

Sept. 8 

Aug. 10 

July 22 

Aug. 5 

Aug. 23 

Sept . 3 

July 10 

July 24 

Aug. 12 

Aug . )8 

Sept . 7 

July 23 

July 17 

Aug. II 

Aug . ~6 

Sept. (, 

Sept. 12 

July 19 

Aug. 8 

Aug. 24 

Aug . 3 

Sept. 14 

Aug. 14 

Aug. 27 

July 29 

Aug . 3 

Aug. 12 

Aug. 21 

Aug. 13 

July 28 

Aug. 3 

Aug. 19 

Sept. 16 

July 30 

Aug. 3 

4 

5,160 

6,018 

9,767 

13,179 

10,032 

9,680 

16,757 

7,376 

5,747 

9,680 

5,034 

14,336 

7.623 

7,407 

8,174 

4,427 

5.814 

5,882 

8,953 

7, 241 

6.366 

7,546 

4,486 

6,651 

5,097 

5,950 

4,786 

4,427 

7,700 

J 1,409 

9,163 

4,848 

7,407 

6,296 

8,579 

7,092 

7,091 

7,017 

9,362 

7,092 

6,870 

5,950 

6,226 

7,546 

7,241 

5 

827 

1,685 

5,434 

8,846 

5,699 

5,347 

)2,424 

3,043 

1,414 

5,347 

70) 

10,003 

3,290 

3,074 

3,841 

94 

1,481 

1,549 

4,620 

2,908 

2,033 

3,213 

153 

2.318 

764 

1,617 

453 

94 

3,367 

7,076 

4,830 

515 

3,074 

1,963 

4.246 

2,759 

2.758 

2,684 

5,029 

2,759 

2,537 

1,617 

1,893 

3,213 

2,908 



86. 

87. 

88 . 

89. 

90 . 

9 1. 

92. 

93 . 

94. 

95 . 

96. 

97 . 

98. 

99. 

100. 

101 . 

102. 

103. 

104. 

105. 

106. 

107. 

108. 

109. 

11 0 . 

III. 

11 2. 

11 3. 

114. 

115 . 

116 . 

117. 

I Ill. 

119. 

120 . 

121. 

122. 

123 . 

124 . 

125. 

126. 

127 . 

128. 

129. 

130. 

13!. 

2 

1908 

1909 

19 10 

19 11 

1912 

19 14 

19 15 

1916 

191 7 

1918 

1919 

1920 

J921 

J922 

1923 

STOCHASTIC MODELLIN G FOR FLOOD PLOWS 

TABLE J (Contd.) 

3 

July 13 

Aug. 2 

Aug . 21 

Aug . 29 

July 16 

July 21 

Aug . 12 

Aug. 20 

Aug. 27 

June 15 

July 28 

Aug. 3 

Aug. 13 

Aug. 18 

Sept. 11 

Oc t. :; 

Aug. 18 
Sept. JJ 

Aug . 16 

Sepl. ~ 

July 2 

July 2!l 

Sept. 19 

Aug . 2 

Aug. 13 

Aug . 29 

Aug. 26 

July 11 

July 25 

Aug . 5 

Aug. 23 

Sept . 9 

Aug. 22 

July J3 

Sept. 7 

July 23 

Aug. J4 

June 26 

Aug . 4 

Aug. J 8 

Sept. 9 
Sept. 15 

Ju ly 20 

Aug. J7 

Sepl. 3 

Aug. 5 

4 

6,651 

11 ,504 

5,949 

6,01 8 

6,870 

8,335 

7,407 

6,724 

5,949 

4 ,605 

IO,1 2J 

7,469 

11 ,887 

7,091 

6. 156 

15,077 

6,943 

4,369 

7,700 

8,33) 

5.417 

6,018 

9,249 

6,579 

7,407 

4,725 

4,725 

8,4 16 

6,870 

5,~ 52 

4,909 

5,482 

4,665 

6, 296 

5, 1.60 
4,848 

8,174 

5,680 

7,623 

9,079 

6,508 

5,950 
5,Il14 

7,407 

5,034 

5,482 

5 

2,31 8 

7,171 

1,616 

J ,685 

2,537 

4,002 

3,074 

2,391 

1,6 16 

272 

5,788 

3, 136 

7,554 

2,759 

I,M23 

10,744 

2,6 10 

36 

3,367 

4,002 

1,084 
1,685 

4,916 

2,2411 

3,074 

392 

392 
4,083 

2.537 

),019 

576 

1,149 

332 

1,963 

827 

51 5 

3,841 

J,347 

3,290 

4,746 

2.175 

1,617 

1,481 

3,074 

701 

1,149 

132. 

133 . 

134. 

135. 
136. 

137. 

138. 

139 . 

140 . 

141. 

142. 

143. 

144 . 

)45. 

J46 . 

J47. 

14S. 

J49. 

150. 

15 1. 

J52. 

153 . 

154 . 

ISS . 

J56. 

J57. 

158. 

159 . 

160 . 

161 . 

162. 

163. 

164. 

165. 

166. 

167 . 

168 . 

169. 

170. 

171. 

172. 

173. 

174. 

175. 

2 

1924 

J925 

In7 

1929 

1930 

1932 

1933 

1934 

1935 

1942 

1943 

1945 

19% 

1947 

1948 

J950 

1<)5 1 

1953 

1954 

1955 

1956 

1957 

1959 

196J 

1962 

1963 

1966 

J967 

1969 

1971 

T ABLE I (Cime/d .) 

3 

July 27 

Aug . 3 

A ug. 19 

Sept. 5 
Sepl . 29 

Jul y 2 1 

Aug . 12 

Aug. 5 

Aug. 20 

Aug. 15 

July 27 

Au g. 21 

Aug. 14 

Aug. 24 

July 25 

Aug. 15 

Aug. 2 1 

Aug . 4 

Jul y 24 

Aug. I) 

A ug. 22 

Au g. 19 

Sept . 3 

July 2t! 

Sept. 27 

25 Aug . 

July 26 

Aug. 18 

Aug. 2:: 

Sep t. 15 

Aug. 13 

Aug. 20 

Oct . 5 

Oc l. JI 

Sept. IS 

Aug. 3 

Aug . 17 

Jul y 28 

Aug. 2 1 

Sept. 17 

July 26 

Aug. 27 

Aug. 20 

Aug. 7 

5, 160 

(I,OS? 

5.01)7 

4 ,~ 4 ~ 

19, 136 

5, 160 

9.670 

7.236 

7,24 J 

4,545 

,443 

5,997 

5 , 5 3~ 

6,J55 

4,692 

5,267 

(>, 193 

5,289 

4, I!H7 

6,650 

4,442 

4,83(> 

5. 101 

4,62Y 

4, 345 

4,8Y() 

4,562 

5,S'N 

4,45ti 

4,339 

5,470 

5,978 

4,644 

6,38 1 

4,54H 

4,493 

4, ~ 5S 

5,760 

5,5 74 

lJ , I92 

4,74 1 

5,9 19 

4,546 

4.542 

1117 

I. 754 

764 

515 
14. 01 

li27 

5,)4 7 

2,lJ03 

2,908 

212 

1,110 

1,664 

L i llY 

l ,tl22 

359 

Y34 

U60 
956 

554 

2,317 

109 

50.1 

76li 

2\)(i 

12 

557 

229 

1.566 

125 
(> 

1, 137 

1,645 

J I I 

2,048 

2 15 

160 

1,427 

1,24 1 

4,859 

40X 

1,586 

213 

209 

55 
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TABLE 1) 

Percentage of number of exceedaoces (within 20 days 
period) with respect to the total number of excccdances 

during 1$7 years from lR85 to 1971. 

Percentage of 
SI. Period Number nf total number 

No. cxceedances of recorded 
exceedances 

- -
I 2 3 4 

1. June II - June 30 4 2.286 
2. July I- July 20 16 9.143 
3. July 21 - Aug. 9 59 33.714 
4. Aug. IO- Aug.29 61 34.857 
5. Aug. 30-Sept. 18 27 15.429 
6. Sept. J9-0ct. 8 6 3.429 
7. Oct . 9- 0ct. 28 2 1.143 

Total 175 

Note : 

(I) Total number of exccedances in the period of 87 years 
(1885 to 1971) -"' 175 . 

175 
(2) Average number of exceedances pcr year , ).= "8'7 •. 2.0J. 

J·O 

0 ' 8 

0 ' 4 

0 ' 2 

~ 
o 

o 

I 
1 
1 

~ 
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0 0 
0 0 
0 0 
iii 0 ' 

)( in m3/sec 

I 
I 
I 

i 
-

! 
0 0 
0 0 
0 0 
.n' 0' 

N 

FIGURE 2 : Fitted simple exponential distribution H(x) and 
observed frequency distribution magnitudes (ak) of 
exceedonces during one year. (Ganga River at 
Hardwar). 
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FIGURE 3 : Double exponential distribution and observed 
frequency distribution of largest exceedance using 
a one year interval (Ganga River at Hardwar) . 

5.1.9 The two parameters in the double exponential 
function have been estimated by Gumbel's method for 
87 annual flood peak discharges. The double exponen
tial distribution function for this case using Gumbel' s 
estimate has been worked out as follows : 

F(Y) = expo {-expo (-Y)} .. . (14) 

where, Y = reduced variate as given by Gumbel. 

= fln + (--.:- :\.) ayn/S 

YN = mean of reduced variate taken from 
Gumbel's table(5) 

= 0.55815 for N = 87 

aYN = standard deviation of reduced variate 
taken from Gumbel's table 

= 1.1987 for N = 87 

x = mean of the series of annual peak dis
charges 

= 6635.63 



. 

SI. 
No. 

1 

]. 

2. 
3. 
4. 
5. 
6. 

SI. 
No . 

- -
1 

I. 
2. 
3. 
4. 
5. 
6. 

SI. 
No. 

1 

1. 
2. 
3. 
4. 
5. 
6. 
7. 

I 

Magnitude of flood peak 
exceedance m3/sec 

Class 
Interval 

2 

Below- 2.500 
2,500- 5.000 
5,000- 7,500 
7,500- 10.000 

10,000-12,500 
12,500-15,000 

I Variable 
(x) 

3 

2,500 
5.000 
7,500 

10,000 
12.500 
15,000 

STOCHASTIC MODELLlNG FOR FLOOD PLOWS 

TABLE III 

Estimation of the parameter (3. 

Observed 
frequency 

4 

107 
51 
10 
3 
3 
1 

Cumulative 
frequency 

(C.F.) 

5 

107 
158 
168 
171 
174 
175 

H ) _ (c.F.) 
(x - ----r75 

6 

0.6114 
0.9029 
0 .9600 
0.9771 
0.9443 
1.0000 

I - H(x) 

7 

0.3886 
0.0971 
0 .0400 
0.0229 
0.0057 
0.0000 

~ ~The average value of f' - 4.0S x ) 0- 4 

TABLE IV 

f' 

-

-In{J - H( x)} 
x 

8 

3.362 X 10-4 

4 .649 X 10-4 
4.282 X 10- 4 

3.762 x 10- ' 
4.119 X 10- 4 

57 

EstImation of theoretical values of H(x) for Ganl:a River at Hardwar . 

x -B~ I - H(x} H(x ) H(x) Remarks 
m~/sec L3U259 Estimated Observed 

-- ------ -- -
2 3 4 5 6 7 

2,500 - 0.448 0.35645 0 .64355 0 .6114 I-(J/)x= 
5.000 - 0.896 0 .12706 0 .87294 0 .9029 Antilog 
7 .500 -1.344 0.0 4529 0.95471 0.9600 f -~x } 

10.000 -1.792 0.016144 0.983856 0.977 1 2.30l5~ 
12,500 -2.240 0.00575 0.99425 0.9943 Estimate of ~= 
15,000 -2.688 0.00205 0.99795 1.0000 ~ = 4.05 x 10- « 

TABLE V 

Estimation of observed and fitted values of F (X) for the magnitudes of exceedances of Ganga River at Hardwar. 

x Observed I Cumu· Observed (3.x exp .(- {3.x) 2.01 x Estimated Rema rks 
mS/sec frequency lative value of expo (-(3.x) value of 

10 frequency F(x) = F(x) = 
(C.F. ) Fo(x) F.(x) 

2 3 4 I 5 6 7 8 9 10 

0 19 19 0.21839 0.00 1.00000 2.01000 0.13534 Estimated value 
2,500 31 50 0.57471 1.03 0.357]8 0.72000 0.48714 F.(x) = 
5,000 26 76 0.87356 2.10 0.12146 0.24000 0.78663 e-2•01 exp.(~") 
7,500 6 82 0.94253 3.10 0.04505 0.09000 0.91398 

10,000 1 83 0.95402 4.10 0.01657 0.03000 0 .97050 
12,500 3 86 0.98851 5.20 0.00552 0.01100 0.98901 
15,000 1 87 1.00000 6.20 0.00203 0.00408 0.99587 
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Sf. 
No. 

I. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 
]1. 

12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24 . 
25. 
26. 
27. 
28 . 
29. 
30. 
31. 
32. 
33 . 
34. 
35. 
36. 
37. 
38. 
~9. 

40. 
41. 
42. 
43. 
44. 
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TABLE VJ 

Annua l peak discharges for Ganga River at Hardwa r 
for the period 18115 to 197J . 

Year Annual peak Sf. Year Annual peak 

2 

i885 
1 !i~6 

1 ~8 7 

1888 
1889 
1890 
1891 
1892 
1893 
1894 
I !l95 
1896 
1897 
1898 
1899 
J900 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
191] 
1912 
J913 
1914 
1915 
19J6 
1917 
1918 
1919 
1920 
1921 
J922 
1923 
1924 
1925 
1926 
1927 
1928 

discharge No . 
(x) 

m3/sec 

3 

7,241 
9. 164 
7.407 
6,870 
9,855 
11 ,K87 
8827 
7,546 
X.49R 
16,757 
9,680 
14,336 
8.174 
B,953 
7.546 
6,652 
11.409 
9,164 
7,404 
8,579 
9,362 
7,092 
7,546 
11,504 
8.335 
15,077 
6,943 
8.335 
3.579 
9.299 
7,407 
4.726 
8,416 
4.668 
6,296 
8.174 
9,079 
7,407 
5,482 
19,136 
9,680 
3,698 
7,241 
3,698 

'1--------

1 2 

45 . 1929 
46. 1930 
47 . 1931 
48 . 1932 
49 . 1933 
50. 1934 
5 1. 1935 
52. 1936 
53 . 1937 
54. 1938 
55 . 1939 
56 . 1940 
57. 1941 
58. J 942 
59. 1943 
60. J944 
61 . 1945 
62 . 1946 
63 . 1947 
64. 1948 
65 . 1949 
06 . 1950 
67. J951 
68. 1952 
69. 1953 
70. 1954 
71. 1955 
72. 1956 
73. J957 
74 . 1958 
75 . 1959 
76. J960 
77. J 961 
78. 1962 
79 . 1963 
80. 1964 
81. 1965 
82. 1966 
83 . 1967 
84 . 1968 
85. 1.969 
86. 1970 
87. 1971 

discharge 
(x) 

m~/sec 

3 

4,545 
5.998 
3,470 
6.155 
5,267 
6,193 
5.289 
3,320 
3,232 
3,525 
2,34J 
2.429 
3,154 
6,650 
4.442 
4.229 
5,101 
4.629 
4,345 
4,890 
3.619 
5,899 
4,458 
3,919 
5,470 
5.978 
4.644 
6381 
4,548 
4.056 
4,493 
3,884 
4.855 
5,760 
9,192 
3,024 
2,509 
4,741 
5,919 
3,798 
4.546 
3,842 
4,542 

s = standard deviation of annual peak discharges 

= 3130.8 

Then the frequency distribution function will become: 

F(x) = expo [ -expo { -x. a~N +(x. a~N _ _ YN )jJ 
. .. (1 5) 

O n substitut ing the ab ove val ues of x, S, YN and UYN, 

we get the double exponential distribution funct ion for 
tbis case usi ng G um bel's es timate as below : 

F(x) = expo {- 7.24843 exp. (- 3.83 x l 0-3 . x)} .. . (16) 
x~O 

where, x is the magnitude of the annual peak discharge. 

5.1.10 Values of fitted G umbel's F(x) function and the 
corresponding observed frequency distri bution of maxi
mum annual peak discharges [or the Ganga RiVer have 
been calculated and are shown in Figure 4. 

)( 

LL. 

O ' 6 ~------~-4----4--------r------~ 

o 4r-------Mr------4-------~------~ 

O ~ __ L_ __ ~ __ ~ __ ~ __ _L __ ~ ______ ~ 

o o 0 0 
o 0 0 
o 0 0 
1fI' 0 ' 1fI' 

o 
o 
o 
0' 
N 

FIGURE 4 Double exponentia l distribution function F(x) 
with parameters estimated by Gumbel 's method 
and corresponding observed frequency distribu
tion of peak discharge (Ganga River at 
Hardwar) . 
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5.1.11 It has been found that for the Gumbel's estimates 
of the two parameters the chi-square is Xl = 8.906, 
which is larger for the same number of class intervals 
than the chi-square obtained by the estimates of the new 
method used in this study with X2 = 6.927. 

5.1.12 Accordingly, for this example the method of 
estimates or parameters in the double exponential 
distribution function gives better conformity by the 
observed distribution than Gumbel's method of 
estimates. 

5.2 Estimatioll of Design Flood 

5.2.1 Estimation of the design flood equation for the 
Ganga River at Hardwar has been worked out as below : 

(10)4 
YT = 4333+ 4.05 [In(2.01 T)- ln {In(2.01 n}) ... (17) 

TABLE vn 
Comparison of results of the estimation of design Hood for 

varying recurrence intervals for the Ganga River at 
Hardwar using different probability methods. 

Return period Gumbel's Powell' ~ 
Yen Te Stochastic 
Chow's model in meth od method method approach years ma/sec m' / scc rn:l /sec m3/sec 

--- ---
2 3 4 5 

50 15,250 14,486 14,819 11.938 
100 17,OOJ 16,038 )6,430 13, 296 
200 19,400 1861 7 18,668 14,728 
500 2 1,700 20,648 ~gj~ 16,605 

1,000 23,146 22,154 18,103 

u 
: 
" "E 

" • DO 

~ 
u 
~ 

'tI 

0 2 
DO 
~ 

c!l 

Roc ur,. , nc " In tervo t(Tl l n yea r!> 

FIGURE 5 : Desig" flood with rccurrcncc intcnllJ. 

5.2.2 It is found that by the use of the stochastic model , 
I,OOO-year design fl ood work s out to IS, I 03 ma/sec 
against the observed figure of 19,1 36 m~/ scc.: for which 
the recurrence interval has been estimated as I .SOO ycar~ . 

5.2.3 Table vn gives a comparison of result s of 
estimation of floods for varyi ng recurrelll:e intcrvul1> 
rangi ng from 50 to 1,000 years worked (lu t by other 
probability meth.ods, viz., Gumbel. P()well and Ven Te 
Chow. The e have also been pl otted in Figure 5. It is 
seen that the estimation of flood by the s toc lUl~ lic model 
approach gives values close to other methods, although 
Slig htly lower. 

5.2.4 Estimation of design flood for a recurrence interva l 
of 1,000 years has a lso heen worked out hy using the 
stochastic model approach when the period of record is 
taken as 25, 30, 40, 50, 60, 70 & 80 years. The results 
are shown in Table VlIl , which also gives corresponding 

TABLE VIlJ 

SJ. 
No . 

1 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 

Estimation of design Hood by the use of stochastic model and by Gumbel 's method 
when the period of record is varied. 

Period of record Length of interval A /3 Magnitude of design nood for a recur-
in years renee intervll l of 1,000 years 

By stochastic model By Gumbel's method 
in m3/ sec in m3 /sec 

2 3 4 5 6 7 

1910- 1934 25 2.016 3.815x 10- 4 18,958 24 ,035 
1910- 1939 30 1.833 3.848 X 10- 4 18,622 26,603 
1910- 1949 40 1.575 4.094 X 10- 4 17,440 24,008 
1910-1959 SO ] .460 4.368 x 10--4 16,467 21 ,922 
19]0- 1969 60 1.350 4.S14x 10-4 ]5,926 20,822 
1901-1970 70 1.514 4.345 X 10- 4 16,593 21,573 
1892-1971 80 1.800 4.045x 10- ' 17,886 23,191 
1885- 1971 87 2.010 4.050 X 10- ' 18,103 23,146 
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values estimated by Gumbel's method. It is found tbat 
with lesser period of record the design flood varies 
within a range of ± 9 percent of that for 87 years 
period, whereas by Gumbel's method the variation is of 
the order of ± J 5 percent. The new stochastic model 
approach can, therefore, be used with greater reliability 
to estimate the design flood for large recurrence interval 
with inadequate data. 

6. Conclusions 

6.1 Equations have been derived for the determination 
of the theoretical distribution of the largest exceedance 
and also for the estimation of the design flood. 

6.2 Data for the Ganga River at Hardwar for a period 
of 87 years, viz., 1885-1971, have been analysed for the 
determination of the distribution function of the largest 
exceedance for one year time interval. The results 
indicate that the stochastic model fits the data better 
than the distribution obtained by Gumbel's method . 

6.3 Data for the Ganga River has also been analysed 
for the estimation of the design flood. It is found that 
by tbe use of the stochastic model, 1,OOO·year design 
flood for the Ganga River at Hardwar works out to 
18,103 m3/sec against the observed maximum figure of 
19,136 m3/sec, for which the recurrence interval has 
been estimated as 1,500 years. 

6.4 A comparison of the results of estimation of design 
flood for varying recurrence intervals ranging from 50 to 
1,000 years has been made with other probability 
methods, viz, Gumbel, PowelI and Ven Te Chow. It is 

seen that the estimation of flood by the stochastic model 
approach gives values close to other methods, although 
slightly lower. 

6.5 The new stochastic model has also been used for 
the estimation of design flood with lesser period of 
record and has been found to yield values within a range 
of ± 9 percent of those obtained with 87 years data as 
compared to a variation of ± 15 percent obtained by 
Gumbel's method. 

7. ACknowledgments 

Messrs. Ramjeet and D.C. MiHal , Research Super· 
visors, Basic Research Division, Irrigation Research 
Institute, Roorkee gave useful help in the compilation of 
tables and figures and collection of pertinent informa
tion. This is gratefully acknowledged. 

8. References 

(I) LANGBEIN, W.B. (1949) : "Annua l Floods and the 
Partial duration Flood Series". Tran acticm, American 
Geophysical Union, Vol. 30. No.6, December. 

(2) GUMBEL, E.J. (1945) : "Floods Estimated by Proba
bility Method " . Engi neering News-Record, Jun e 14 . 

(3) TODOROVIC, P . (1970) : "On Some Problems Involving 
Random Number of Random Variables". Annals of 
Mathematica l Slatistics, Vol. 41, No . 3. 

(4) EMIR ZELENHAS1C (1970) : "Theoretical Probability 
Distributions for Flood Peaks". Hydrology Paper No. 42, 
Colorado State University, Fort Collins, Colorado. 

(5) GUMBEL, EJ. (1958) : "Statistics of Extremes". 
Columbia University Press, New York . 
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SYNOPSIS 

To stUdy the runoff of catchments lots of models are aI'ai/able. In this ,lapel' a 
family of stochastic models is presellted. The basic concept is that the lime of,rmle/
or in other words- the necessary time for a water particle to mOl'e ill a givell dis/(I/lce, 
is a probabilistic rariable. Since is%p techniques hGl'(! he('/1 introduced and generally 
used in hydrology, the particle concept was again recovered in order to determine via 
experiment.'> the track of water particles. The description of hydrologic sysrenls or 
water-balances as wandering models is c1erivedfrom the particle concept. The method 
of stale space is ollly one further step in differentiating the state of I'arious particles , 
concluding in the transition probability matrix. Finally, using the method of least 
squares for parameter de terminal ion stochastic analyses of time series can be executed. 
In our study, the novelty of the concept of modelling is emphasi:ed. 

The Runoff as f Distribution 

Let the catchment be divided into N different 6FI 
areas, Let the amount of water the M/ = h(i) 6 F/ 
start of from a b,Fi area at I = 0 time, where h(i) is the 
height of precipitation in area i. Let the distance be Li, 
the distance from area i to section A, tbe section in 
question. Distance LI is divided into 1'/ intervals. These 
are ; 

The " fastest" water particle (moving with the greatest 
speed) reaches the end of the 1''' section by this time; 
that is the first water particles starti ng at time t = 0 will 
reach the end of the next section at t = to' The density 
function of the exponential distribution, or what is equal, 
the hydrograpb derived from Mi amount of water after 
one section ; 

(i> (I) 
II ' '2 , .... , 

(i) 
1. , .... , 
J r 

(Figure I), respectively. 

As mentioned above, times of travel follow the 
exponential distribution. The conditions of validity of 
this statement must be analysed in details. The interval 
of travel at the end of the section for a unit or M/ 
amount of water should be chosen rather small that tbe 
time of arrival at the end of the section for a unit or M/ 
amount of water should be exponentially distributed. 

For the model two velocities must be given, the 
average and the maximum. 

Knowing the maximum velocity and the I) length of 
the reach the minimum time of travel can be calculated. 

61 

fit) = M I , A • e- ).(/-Io) .. . (1) 

where, ). is the average time of travel. It is well -known 
that the sum of indepeodent probability variables of an 

FIGURE 1 : Runoff length of the subcatchment arca . 
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exponential distribution compose a f distribution. The 
M/ volume absolving section ri will be an 'I order 
gamma-distribution and the runoff hydrograph will take 
the following form : 

. ,,'i [t_T~i) ]ri-l - ).[ t-T,YJ 
Q(t, I) = M / (ri-In - e ... (2) 

where, T?) is the shortest time of travel from area boP. 

to section A. The average time of travel for each 
section has been taken implicitly as if A. was the same; 
this is the reaSon of the simple form of Equation (2). 
Some further simplifications can be made if A is chosen 
as one. 

The complete discharge in section A can be obtained 
by summing up subdischarges. 

The result naturally is equal to the well-known 
formula of Nash: the difference is only in the starting 
concepts. 

It is worth to study what can be told about the 
distribution of velocities assuming exponential distribu
tion for the times of travel. Transformation of the 
density-distribution can be seen in Figure 2 , Let the 
distance Ii be constant, then the following density 
function, based on the transformation of the probability 
variables can be obta ined : 

~ 

... (3) 

where, 

l' = actual velocity; 

(j) I J . . h . v = t lC greatest ve oelty In t e section; 
max 

Aj = the reciprocal of the average time of travel 
for the section. 

The distribution function is defined in interval 
o ~ 1'1 < V!/t(l>" ' rntroducing the value of average velocity, 
)lj is written instead if Ij.Aj and by using expression 
1'1 = Vlllar - V distribution of veloci ties can be charac
terized by the maximum and the average velocity : 

f 
(j .\ 
v) -)I I 

I) max' 
gi(V) = - exp -vJ - C') ~ ... (4) 

v : v v J : l . //lax j 

A graphical olution of the transformation can be 
seen in Figure 2 . To model the complete catchment 
the discharges, arriving from the subcatchments, must 

~_~ ____ ~ _____ D~~=====;~ __ -_-_-_-__ -=:=~~ _____ fl 
;;- . ,.. tW _. - . -

~ ~,,, 
.,~' 0 ".... . __ • 

Y\_.,--
, 

" '" 
", , 

I 
i 

I 

/ 
I 

/ 
/ 

/ 
;' 

// 

Ii} • t.v 

'1 =V~~x_ V} t=t , - fiil 

V, 
(j)J - V VI] Vmax I max 

FIGURE 2 : Graphical drafting distribution function of runoff velocities . 
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be summed up. The division of the catchment area into 
6.F1, 6F2' .. . , 6F;, ... , 6 FN subareas can be seen in 
figure 3. Evidently the sum of subareas must give the 
complete catchment ; 

N 

F = L t:::.FI ... (5) 
i ~ ] 

Moreover, stretch Vi) between the i1h subcatchment 
a nd section A, is made up of a number of substretches : 

r i 

Vi) = L h,j 

j - I 

1 = 1,2, ... , N 

Due to the effect of a unit impulse (precipitation), 
starting time t1 = 0 from area 6 Fi , a hydrograph is 
developing characterized by parameters 1..1 and rt in 

(i) 
ection A, in a time moment '1 = To . 

It is reasonable to take the time of travel as constant. 
So the length of stretches will be dilTerent and the 
number of stretches would vary along section L(i). 

It must be mentioned that rj is not an integer in 
general, and in such cases the not complete r function 
is used . The discharge from a rea i- choosing the 
reciprocal of the average time of travel as unit- along 
an elementary stretch is : 

.. . (7) 

where, 

h(i) = the precipitation for area i ; 

ri = the number of stretches along distance VI); 

(i) 
t = relative time coordinate, (1 = To +t. 

1n engineering practice, particularly when the method 
of parallel runoff lines is applied, the average runoff 
velocity is a well-proved concept. To the a~erage speed 
and to distance VI) an average runoff time can be 
attached and let it be ; 'r ;. The expected value of the 
distribution function is t; = "/Ai, but by setting Ai to I, 
- - 0 
ti = 'I. Among the three time values- fl; To the 

minimum runoff time and 'r l, the average time of 
travel-the following relation exists: 

. .. (8) 

A further simplification is to write the relation 
between the minimum time of travel and the average 

I , 

r ._ ._ . __ 

L (t) [ Ii,} 
)=1 

N 

F = [ Ll Fi 
j",1 

'- . __ 
---

F IGURE 3 : DividinJ.! the catchment intn suh(·lltdmlcntb. 

time of travel as follows: 

. T(i) - k r(i) 
'r, - -o . II ... (9) 

where, k is a constant characterizing the catchment. 
The average time of travel can bc obtained by multiply
ing tbe minimum time of tra ve l by (I + k): Tj (I +k) 

T~i). The flood wave arriving from a greater di stance 

would be the flatter which is in good accord with 
practical experiences . 

The hydrograph of an area di vided into four ~ ub
catchments is sketched in Figure 4. In thi s theoretica l 
example A was set to I, k to 0 .3 33 and the alues f the 
h(i). 6 F/ were set as follows: 

7;~1) = 6; 11(1) 6 Fl = 1 

r!2) = 12: h(2) 6f~ = 2 

To(3) = 15· 11(3) 6 Fa = I 

T~4) = 24; h(4) 6 }~ = 2 

When plotting this figure, the well-known circums
tances-that the medion or the r density function is 

- . . (I) J d h . n at Ii = r/ , Its maXimum at t = ri- an t e /11 u-
max 

ti) --
exion points are at t . . r = rl-l ± vrt- J, have been 

III) 

exploited. The superpo_ition of suh-flood waves 
resulted in the total flood wave . 

Runoff Modelling by Random Walk Models 

Let a catchment be defined by a closed S boundary 
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o (l}(t) 

0,5 

O,t. 
h(2)~'2 
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0,1 h(T)A~· ' 
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FIGURE 4 : Summation of the subcatchment's flood waves based on the Gamma-model. 

(Figure 5). Inside S a system is created, which is con
nected to the atmosphere and to its geological environ
ment. These are the main connections of the catchment 
plus the most interesting, the outflow section, These 
egments are St, S2 and Ss . 

In Figure 6, the catchment is briefly shown wi th 
its three connection-segments. For the sake of further 
simplification let S2 be assumed to be a stream surface 
thus subsurface inflow and outflow are zero, Thus only 
segments Sl and S3 are of importance, in thi ca e. 

When a catchment is considered as a system, the 
random walk-probability model is as follows, Let the 
following logical experiment be considered. This will 
help for a better understanding of this new method of 

Subsurface ~ 
inflow 

Outflow 

FIGURE 5 : General model for catchments, 

Subsurface system 

FIGURE 6: Connection of the catchment system witb tbe 
atmospbere and tbe subcatcbment system. 

thinking. Let some precipitation be fallen in the catch
ment and one particle enter the system at control section 
Sl' Follow the way of this particle, not inside the 
system but through the control sections. Note the 
time of travel of the particle from section Sl to Sl or Sa 
(S! is excluded from the investigation by our assump
tions). Observations should be registered. Let a great 
number of experiments be executed and a statistical 
evaluation made from the results. Let PA(t) denote the 
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probability of evaporation of the particle at t = 0 time 
instant (i.e., when it leaves the Sl control segmen9 and 
pe(t) the probability of emerging at control sectIOn Sa 
at time inst<lnt t, i.e .. when t has gone. From t = 0 to 
t time in~tant the probabi litjes for evaporation and 
runoff are: 

and 

I 

PACt) = f PA(s), ds 

o 

I 

Pe(t) = J pe(S) . ds 

o 

... (10) 

... (11) 

The probability of rem~ining inside .the system is 
poet) and this has the mea ning tha~ entenng the syst~m 
at section Sl at t = 0 the p.lrtlclt: ha~ not crossed 
neither Sl nor S~. Tbe sy~tem and the tw control 
st:gments form a 'complete ev.:ots. system, therefore, 

PA(t)+Pn(t) + Pc(t) = 1 ... (l2) 

For the sake of dem.1n tration graph of PAt) , Pu(~) 
and Pe(t) shown in Figure 7 !lave been set up. Pe(t) IS 
the runoff discharge wave which was chosen to be the 
gamma density func.tion according to the preVIOU 
section. Thus Pe(t) IS a volume curve. 

PA(t-+OO) means th~ percentile ratio of .evaporation, 
Pe(t~oo) the percentile ratio of runoff projected fo~ a 
longer time period (season. years) ... A.ssumpt~on 
Pn(t_,.oo).:::O Ccln be taken, as if all preCIpitation having 

Pc It) Runoff 

t 
Ime 

Storage 
t t 

t 
Ij(t)= 1jP.4 (s)ds-!1t:($) ds 

o 0 

t 
o t Time 

FIGURE 7 : Probabilities for evaporation, runoff and storage. 

fallen onto the catchment would runoff or evaporate at 
some time. 

The random walk solution is much more easy to 
imagine looking at Figure 8. The panicle entering at 
a t = 0 time instant makes a random walk (it d e, not 
mean the real motion of the particle) . During the 
random walk sections Sl or S3 can be reached by tl1 
particle, it leaves for the atmosphere (1) or m ves (Iff 
at the outflow section (11), re pectively. Having left , 
it cannot return-this is a preliminary assumption- and 
the walls are neither considered to be rene~ting 
surfaces. 

The continuous time-axis is divided into I, 2 . ... . j, j. 
discrete time instants in Figure 8, i.e., a random walk 
step can be made in these instants . 

The . tate space approach can be ohtained by further 
developing the random walk model as this will he 
shown in Section 5. 011 the other hand the random 
walk model can be restricted to single runoff events and 
in thi way the extension or thc gamma model de cr ihcd 
in Section 3 is obtuined, what is a further step compared 
to Nash'.s concepts . 

Taking Evaporation and Infiltration into Con ideration 

]n the previous section the probability random walk 
model was presented in general. Nnw let di~tan ce L; 
described in Section 2 be considered. Watcr moves 

(iJ d' . \ 1 t ' down each I . Istance, 10 a 1\ = average Ime. 
J (' 

Restrict our discussion to length 1.
1

) and let it be the 
} 

complete system in question. At the beginning 
(' ( . I) 

of /') M } amount of water enters the system 
j' i . 
(i- I) . (') 

(M · is the number of the particles). Along I . th e 
I J 

particle may evaporate with a probability PA(I = A) 
and infiltrate with a poet = A) pr bability 0 the 

. [(i) . h b particle reaches the end of distance . Wit a pro a-
J 

bility of Pe(t = A) = I-PA-P/l. Therefore, only 
(j- I) (i- I)'I h lb ' Pdt = A). M . from M . WI I reac t le eglfl-

ning of the ne~ section; the r:mainder will be evapora
ted or infiltrated. 

Precipitation 

Random 
walk 
path 

Outflow 

FIGURE 8: Random walk of the particle in the catchment 
system. 
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Let the following notations be introduced: 
$ = Pc(t = ~), and q = PB(t = ~) . From M; amount 
of water starting from area I::,Fi, only 

M~J) = sl MI ... (13) 
1 

. d' ,(i) H d t ' f wIll reach the en of distance . ' ence re uc lOn 0 

the amount of water will increaie exponentially (for s < I) 
when the number of investigated sections is increased. 
This shows well that specific discharge decreases when 
the catchment area increases ; which is in good accordance 
with real observations. 

The volume of the flood wave-as mentioned 
above- (the number of particles passing on) is decreas
ing and instead of M; in Formula 2, s' i. Mi. mu.st be 
sUbstituted. The shape of the flood wave IS stlll the 
gamma-distribution, for all ordinates are reduced by 
the same probability. 

The subsurface runoff is as follows: from MI amount 
of water starting from area ~.Ft1 Ku = q . Sl-1 MI 

amount infiltrates along distance P>. This will reach 
J 

section A below the ground surface in a distance Lu 
(Figure 9). 

Subsurface infiltration is also a stochastic process 
and the model for surface runoff can be utilized for 
modelling subsurface infiltration. Subsurface runoff 
composes also a gamma-distribution with (j-l +m) 
parameters. The average time of infiltration was 

assumed to be equal to""· for each I; distance and 

this was equal to the average time of travel for surface 

hli) \\\ 

A 
I 
I 

I 
I 

eli (t) 

I II 
I G! ~· lt) I • L 

I . 
I . 
I . 
I II ) ail 
I :~ ___ ...., Op(t) 
I I 

: a~f(t) 

FIGURE 9 : Surface and subsurface streamlines. 

• 
runoff, ~. = ~, i.e., the division of distance L .. should 

IJ 
satisfy condition ~. = ).. The number of lengths is m 
in this case. This must be interpreted such as the time 
of arrival of the particles starting from area I::, tl and 
moving until the fh distance on the surface, and 
afterwards beneath the surface will compose at section 
A a r distribution and this can be taken as the 

discharge hydrograph, Q. (1). 
I} 

From distancesj = 1,2, ... ,rl subsurface flood waves 
will arrive, 

Q~ 1 (t), Q~ 2 (t), ... , Q~ (1) 
" I, I, r, 

and their sum with the surface hydrograph QI (1) com
pose a complete flood wave at section A from 
precipitation h(i) of 1::,F1. 

To separate surface and subsurface runoff a theore
tical example is shown in Figure 10, with evaporation 
and infiltration in each distance. Data of this example 
are: ). = 1, the probability of evaporation in a unit 
time is p=O.I, the probability of infiltratiQn is q=0.2, 
the probability of passing on is s= l-p= q=O.7, the 
ratio of runoff velocities is k=2 [Equation (9)J. 

The ratio of average runoff velocities on the surface 
and beneath it waS taken to be 'V/V* =5, while the maxi
mum subsurface velocity was a fifth of the maJCimum 

surface velocity;· = 1/5 tim" .... From area 6FI a 
max 

unit amount of water [M = h(i) I::,Fi= 1) was emitted. 
Concluded from the above that the ratio of surface 
runoff is 1. Si = 0.7' = 0.24. The amount of subsurface 
water is composed of the total infiltration along the 
four lengths. The percents of MI for each distance 
from up to down are 20, 14, 9.8 and 6.85 respectively. 
The number of distances from up to down was 20, 15, 
10, 5 when). was equal to 1. Surface and subsurface 
sub-flood waves can be seen in section B of Figure 10. 
The summation of the flood waves is in section C. The 
evaporation for the total runoff length was about 26 
percent. 

The example shows clearly, that jf the subsurface 
velocity is chosen high a secondary maximum is gener
ated by the subsurface runoff. 

The model described previously can be attacked 
because evaporation and infiltration were not similar 
along the runoff length. Water on agricultural fields. 
or in forests is accumulated first in surface depressions, 
then in little ditches, afterwards in river beds. The 
described f model, combined with evaporation and 
infiltration is rather convenient to characterize runoff 
conditions of such valleys. 

Let a valley side- a unit wide-be divided into r 
number of Ii lengths (Figure 11), where the average 



oj 

0* 2 

Oil 
1 

!Q 

0.0685 

T" -5 ()4-

SOME STOCHASTIC RUNOFF MODBLS 

® 

SURFACE RUNOFF 

® t, 

9J8SURFACE RUNOFF 

0098 

tm9..~·_!~/o.098 · 0,1194 = 0,0117 
__ ."."..,,"'; ~""" ...... -

~_~ I --_ 

~ ----

0,11. 

r "" 16 2 
0.2 '0,0911 = 0,0182 

----
_,;*,' __ ... 

~----------'I~--------------~----------~ 
To: -20 t: -20 

Surface runoff 

ft 

ff 

FIGURE 10: An example for presenting the hydrographs of surface and subsurface flood waves. 
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rlGUR 11: Schematic diagrnm of lin inhomogeneous slope. 

time of travel for each I, length is equal to A P'1 = A2 
= ... .\J). But let the probabilities for sand q be different: 

S1' S2'·· ·' S], .. . , and qt . Q2''' · ' q;, ... , q, 

and the Sj+qj~ I condition should also be fulfilled for 
each j . 

The MI amount of water arriving from the jtl' length 
M. = h(i). II cos rJ.i gives the following runoff and the 
in filtration for the iii length 

; 
Mu = 7t Sk M I 

k = l 

j - l 

. .. (14) 

of the graph theory ofTer good visual interpretation. In 
addition, the knowledge of graphs (matrix representa
tion, the state matrices and the state graphs) is essential. 

The essence of the method to be introduced is the 
following: the particle precipitating in the catchment 
can be found in different states in certain tl> t, ...• etc., 
instants. where the slates can be referred to the location 
of the particle, e.g.. the particle is in the river bed 
under the surface (has evaporated into the atmosphere) 
has passed through the outflow cross-section, etc. Tbe 
stales arc presented as vertices. The edges of the graph 
are representing the transiti ns from one state to 
another. 

Mathematical Background 

Let the states of the system be expressed by the 
vector s(t) at a { time instant. The value of vector s 
is [I x AT]. Let the system have I number of input 

(I) (I) (I) . 
channels affected by u

1 
' u

2 
, . .. , u

1 
Inputs at a ~ 

time moment. Vector M(t) should contain the e in a 
[I x I] length. Let the system have m number of output 
channels, the signals of each at a ~ time moment should 
be h(t), Y2(t), ... , y ... (I), respectively. They arc assembled 
into vector y(t) of [I.n] length. Transition into state 
s(t+ 1) from state 8(t) based on vector yet) must be 
examined in details. Without any restriction, the values 
of ! can be taken as equidistant periods, i.e., to have 
tbe s(t)-s(t+ 1) transition it is sufficient to apply 
discrete summation. 

Xu = qj 7r Sk M, 
k~ l 

... (15) Let the realisation of the state be treated first: in a 

(n is the symbol for production). (Naturally. i < .i 
has been as~umed). The flood wave of the surface 
runoff is again a r distribution with (j-i) parameters. 
At the foot of the slope the r distributions with (r- i) 
parameters must be summed to obtain the total flood 
wave. 

State Space Approach for the Description of Runoff 
Conditions of Catcbments 

The mathematical description of stream networks 
for a catchment are well-known. The graph-tbeory is 
a ratbcr good aid in this sense. Geometric interpretation 
of a catcbment is characteristic for runoff. The graphs 
are not only convenient as geometric interpretations, 
but the inherence of runoff sequence can also be 
modelled by tbem. Simulation of surface and subsurface 
runoff based on probability theory was shown in the 
previous sections. The theory of graphs can be here 
regarded as an additional tool. The next step is to 
follow the way of a water particle appearing in the 
catchment as precipitation by a random-walk model. 
On the other hand, the methods of general systems 
tbeory have been proved rather efficient in the field of 
applied hydrology. The state space approach represents 
additional possibilities in this field. Moreover, relations 

general matrix form 

s(t+ 1) =A s(t)+ By(t) ... (16) 
- '= ... ::::. 

where, s(t+ 1) is the state vector aDd where A is [n X n] 
and! IS [nx 1]; elaborating: = 

[ 

sJ(H 1) ] [ alla12" . alP S2(t7-I) a21a22 ·· .a2n 

St (t·+ 1) = A 

Sll(t~ 1) anla: ... ann 

... (17) 

It is much more convenient for computational purposes 
to use: 

Si(t+ 1) ... ( 18) 
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The above expression is not new. and the first part of it 
shows clearly the utilisation of the probability transition 
matrix for the descri ption of transitions from one state 
to another. 

The ~ matrix can be interpreted as a transition 
probability matrix. Naturally. in this case either!! = ° 
or .u(t) = q. or both . In certain cases the outpUt. for 
example the discharge in a section, can be interpreted 
as a state. More exactly. one of the elements of the 
li st referring to the states of the system will be the out
flow which is a lso characteristic for the system. By 
this transcriptiol1 of (Equation 16) the classical lin it 
hydrograph method call be obtained. The second part 
of (Equation 16) will express the above assuming ~ =(_!. 
[In the Case of real physical systems the assumptIon 'Of 
s(t = 0)=0 is rather seldom). Or jf 11 = 0, the classical 
-convolutIOn equation can be obtained. 

It can be seen that Equations (16) . (17) & (18) des
cribe a time imariant linear system, and ca n be treated 
as its subcases. 

The discussion of non-linear systems would exceed 
the frames of this paper and it is not touched for tbi s. 
However , with a simple contribution the time variant 
description of the system ca n be obtained, when~ and 
!3.. the so-called characterizing matrices are taken to be 
time variant, Le., ~(t ) and E(l) are applied, in which 
all(t) and bl)(t) pivot elements are used . After these (18) 
takes: 

! 1/ J 

SKI+I) = ~ali(t).I'j(r) + 2.: btj(t)u)(t) ... (19) 

I j = l j = l 

Abandoning one or another part of :this expression 
the til'tte variant 'state probability mod~l or the time 
variant tin it hydrograFh approach can be obtained. 
Referring to our model state SiCt) is taken as the amount 
of water being at point i of the area in a <0 time instant. 
The relation of the i'" point and others is presented by 
the stream graph. More exactly , this means, that it 
was determined to what places water can move from 
place l which was assumed to be a vertex. 10 general 
all points can be in connection with each point, so n2 

stream arches can be imagined but lots of these have no 
reality, or in other words, the probability of streaming 
along that arch is zero, and just for the sake of homo
geneous interpretation the probability of the amount of 
water passing through is also zero; 

In tbe water network of the catchment the relation 
between excess rainfall and runoff is characterized by a 
system, which is distinguished by its states time by time 
(t = 0, 1,2, .. . ). More exactly, let the states be the 
water amounts at each vertex, i.e., the storage. 

Let at} amount of water flow through arch (ij) from 
j to j in a !:::. t time increment jf the stored amount 
of water was unity. When!:::. t is set to 1 then SI(t) 

amount of water is in vertex j in a t time moment and 

alj . .1'1 (t) would flow to vertex}. where, .1') (I) i increa ed 
by it to SIj. s) (t) and in t + 1 time increment this amount 
will be s,(1+1) = sJ(t)+OijSI{t). This is the silualion 
with vertices j and j and to obtain a c()mplete s)(t+ I), 
all effects must be integrated . Besides to ampute 
s)(t + I) , water particles moving toward several other 
vertices must be con 'idered as well. 

Edges of the graph can be determined in advance and 
due to the nature f free concentration of water, the 
channel network of a catchment can alw<l) be trans
formed to such a tree . 

Only these variations have been examined ~o fl)r : 
only converging were considered during thi invesliga
tion. An essential part of the compulations is that the 
amount of watt!r pas5ing through at a vertex (or subarea) 
is proporlional to the stored amounl of wuter, it is the 
p,t. part of it, and p is : 0 <;'p < I. From Ihe stored 
amount a t vertex i (precipita tion+conccntration) an 
amount Sj (t) wit h probability P would stream loot her 
a reas, the p ercent of leaving the area i is Ph + Ph+ ."+ PJ". 
and the percent of remaining in that area is 

I-Ph+ ···+P)III = pli. 

It can be concluded by physical reflections and by 
probability theory that: 

... (20) 

The p numbers will characterize the runoff conditions of 
the catcbment, i .e. , the probabilities of transit streaming. 
These p numbers will be the au pivots of matrix A and 
as mentioned before, more of these will be impossible 
arches for stream ing . The structure of matr ix 1. i such 
that in its main diagonal PII-S are located, i.e., the 
probability of not moving and the sum of the row 
elements is J, e.g., a first order stochastic matrix . 

An Example for Runoff Simulation 

The examined graph can be seen in Figure 12. 13 
vertices-states- were assumed where particles may be 
sta nding. The transition of one state to another is 

Atmosphere 

FIGURE 12 : A graph scheme to model the catchment . 
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represented by the edges. On these edges the proba
bilities of transition are indicated. Vertices 1,2,3,4 
are states for surface runoff in several parts of the 
catchment. Vertices 5, 6, 7, 8, 9 and 10 stand for states 
of residence of the particle under the surface. Vertex 12 
represents the water evaporated into the atmosphere. 
Vertex 13 sums the complete volume of surface water. 
This can be taken as the change of the amount of water 
located in vertex 4. 

Matrix representation of the state graph shown in 
Figure 12 is the matri" ~[Equations (16), (17), (18»). It 
is a state-transition probiihility matrix at tbe same time. 
The used transition probabilities- to give ao example 
are only approximations to physical reality, but do not 
refer to a real catchment. 

For the simulation of change of stales and the 
amount of water flowing down at vertex 4 an ALGOL 
program was set up for an ODRA 1204 computer. This 
makes possible to calculate any other transition-proba
bility matrix as well. The computer time for 13 vertices 

Sutlac. runoff 

10 

t , time 

FIGURE 13 : Surface runolf for a given example. 

and 25-30 time increments did not exceed 1 minute. 
Some further simplifications are included in the model. 
To switch over from one state to another is proportional 
to the amount of water that has been flown through a 
vertex. It must be mentioned that this rough approxi
mation may be refined if a well constructed state graph 
is set up. (For example, the circuit defined by vertices 
2, 6, 7, 9, 2 and 8 is a feed-back loop). 

r n Figure 13 time variations of water amount crossing 
vertices I, 2, 3 and 4 are presented in two versions. First 
flood waves (1) caused by a precipitation of 100 units, 
then by 100 units and again after 5 time units by 
50 units (II) are shown. 

Besides precipitation subsurface storage as an initial 
state at t = 0 was an input as well. The variation of 
subsurface water resources at vertices 5, 6, 7 and 10 is 
presented for case I in Figure 14. 

In Figure IS the total amount of water at vertex 13, 
coming from the catchment and the total amount of 
water evaporated at vertex 12 has been plotted. 

A general description of runoff conditions by state 
graphs is rather flexible. 

The mathematical bases are properly elaborated; the 
relation between tbe transition probability matrix and 

.~for:. .t","fIO 

~0r---

ro o~--'~-7---~tJ:-----7.:'5---:--20~ t , t;IM 

FIGURE 14 : Variation of subsurface resources. 
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fnt.grat/ld 
.vaporollon ""fum. 

, } ] ~ 5 6' 7 fl 9 10 " I} 13 " 15 It! ,., If} 19 20 f,ti_ 

FIGURE 15 : Time series of evaporated and infiltrated 
water volumes. 

the graph scheme, describing the wandering of the 
particle is a good example to show the com plete 
harmony of stochastic and deterministic (physical) 
models. Moreover, space invariance, subsurface runoff 
and evaporation is considered as well, by the model. 

Time invariant models can be obtained by non
s tationary transition probability matrices. Finally, only 
the possibilities of using the method were discussed in 

this paper. Fitting it to natural hydrological proces eS 
is the task of further research . 

Summary 

Theoretical models of various approaches have been 
presented for catchment modelling. The cascade model 
can be obtained On a probability basis too (Section 2). 
A random-walk model of the particle was shown in 
Section 3. Uniting the random-walk model and the 
probability model the surface and subsurface runoff can 
be handled simultaneously. Subsurface runoff is 
approximated also by a probability model in this case 
(Section 4). The general state space approach has been 
shown in Section 5 and a convenient method is given 
for flexible, computer oriented simulation of the 
catchment. 

In this paper the possibilities of a general system 
analysis have been discussed. Probability models sct 
up by considering physical processes indicate harmony 
among the different approaches. 
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Streamflow Synthesis of Ungauged Area 

THAIPUCK THAMMONGKOL 
Hydrologist 

Mekong Secretariat. Bangkok. Thailand. 

SYNOPSI 

The study deals with the estimation of river flows from all ungauged area. Estima
tion of runoff from ungauged areas is one of the major problems encountered in water 
resource management, and one that commonly has to be faced in forecasting reservoir 
inflow and river flow at downstream points. This is especially true in developing countries. 
where hydrologic measuring stations are sparse . In the present study, the SSARR 
(Streamflow SynthesiS and Reservoir Regulation) hydrologiC model was used to simulate 
theflowsfrom the sector of the Mekong basin between Luang Prabang and Pa MOllg, a 
catchment area of 31,000 sq km. Four rainfall statiolls, two On the edge of the basin alld 
twO within the basin, were used in the study. For the purpose of the prescnt exercise, 
flow values .<,ynthesizedfrom rainfall data were compared with the estimated actual flow, 
obtained in this case from the records of the Luang Prabang and Pa Mong mainstream 
measuring stations, to test the validity of the method, its shortcomings and ways of improv
ing the technique . 

Introduction 

In the hydrologic study of a water resource 
development project, one common problem faced by 
hydrologists and engincers is insufficient streamflow 
data. This is true particularly in devcloping countries 
where streamflow data are scarce or even not available 
at all for some areas, especially small basins or tribu
taries. Fortunately, rainfall data are available, in most 
cases, with reasonable length of record, and this pro
vides a means of estimating river flows. 

The purpose of this study is to demonstrate one 
possible way of simulating streamflow from rainfall data 
for an ungauged area. This can be very useful , for 
example, in flood foreca ting and in estimating reservoir 
inflows for water resources management. Furthermore, 
once the basin parameters have been established, a unit 
hydrograph could then be derived for this particular 
basin. 

The Study Area 

The study area, part of the lower Mekong basin, lies 
between Luang Prabang and the site of the proposed 

Pa Mong Dam, about 20 km upstream from Vientiane 
(Figure I). There are only two streamflow measuring 
stations, located at the upper and lower cnd (at Luang 
Prabang and the Pa Mong Dam site) of this catchment 
area, the boundaries of which are shown with a dotted 
line in Figure I. This area, 31,000 sq km , of which 
approximately 75 percent is in Laos and 25 percent in 
Thailand, contributes a not inconsiderable part of the 
Mekong mainstream flow at Pa Mong. The area is 
mostly mountainous with a range f elevation from 
160 m up to 2, 100 m above mean sea level. The length 
of the Mekong in this Luang Prabang-Pa Mong reach is 
410 km. 

Basic Data 

Streamflow Data 

(I) Mekong at Luang Prabang (1950 to date) 

(2) Mekong at Pa Mong Dam site (1967 to date) 

(3) Mekong at Vientiane (1913 to date) 

Rainfall Data 

Of the 16 rainfall stations in the area four were 
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FIGURE 1 : Location map. 
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selected: 

(1) Luang Prabang (1920 to date) 

(2) Sayaboury (1963 to date) 

(3) Chiang Khan (1913 to date) 

(4) Vientiane (1920 to date) 

Streamflow Simulation 

The Hydrologic Model 

During the past two decades a number of hydrologic 
models have been developed to simulate streamflow from 
rainfall data, ranging from the most general to those 
imitating special aspects of the river system. The 
SSARR model, (Streamflow Synthesis and Reservoir 
Regulation) is one such model, developed by the North 
Pacific Division of the U.S. Corps of Engineers in 1957, 
to synthesize all the various hydrologic and hydraulic 
process of a river system. The model was developed on 
a general basis so it can be used for almost any con
figuration of basins, sub-basins, channel reaches, lakes 
and reservoirs. In the SSARR watershed model, the 
various aspects of water balance of the drainage basin, 
such as rainfall, soil moisture, surface storage, sub
surface storage and ground water storage , are taken 
into consideration. 

Streamflow Simulation 

The flow at the site of the proposed Pa Mong Dam 
was considered as having two components: the routed 
flow from above Luang Prabang and the added flow 
from the ungauged area between Luang Prabang and Pa 
Mong, the so-called Pa Mong local, which was comput
ed from rainfall. 

Due to the limited time available, only five years of 
data (1969-1973) were used in the calibration of the 
basin parameters. Pa Mong data were used instead of 
Vientiane data to avoid the complicated overbank flow 
problem, even though the length of records is much 
greater for the latter tation. The river and basin 
configuration is shown in Figure 2. 

Channel Routing 

The temporal rate of change of streamflow in a river 
reach is evaluated by successive routings through incre
ments. Outflow from each increment is used as inflow 
to the next downstream increment. The routing 
equation originally used with the SSARR programme is 
expressed as 

TS=K~; 

in which, Ts = Time of storage per increment per hour 

KTS= a constant 

Q = discharge in rna/sec 

n=a coefficient. 

In general, the derivation of the routing parameters 
should begin with the above formula and a~sumed 
values taken from a channel with similar characteristic .. 

In the ca e of the Mekong, the routing parameters 
were originally developed based on the above equation, 
as shown in Figure 3. However, experience has shown 
that the variable time of storage curve in relation to 
discharge adapted from the equation type curve is more 
suitable and practical to the Mekong's channel charac
teristics. Therefore, this flexible curve was developed 
and used in the study as shown in Figure 3. 

Local Watershed FloII' 

The local flow from the Luang Prabang-Pa Mong 
catchment (the so-called Pa Mong local) was derived by 
synthesizing the flow from rainfall over the basin . Steps 
of computation are as follows : 

(1) Evaluate the weighed rainfall over the basin, 
taking into account the time distribution of 
rainfall . 

(2) Evaluate the moisture input or the amount of rain
fall contributing to runoff, from the relationship 
of SMI tSoil Moisture Index) , rainfall intensity 
and the percent runoff, (in other words the 
runoff is determined from the basin rainfall 

lUAttO """ .... flljO 
Mer"wo 

.. _ 
__ c •• ",,,,,,,0 

FIGURE 2 : Configuration-Luang Prabang-Pa Mong reach. 
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minus losses to evapotranspiration, deep per
colation and soil moisture replenishment). 

(3) Divide runoff into surface, sub-surface and 
basefiow components. 

(4) Route each component of flow separately 
through successi ve increments of reservoir-type 
storage. The number of increments or phases 
of each component is specified in the basin 
characteristics. 

(5) Compute the final outflow Or the local flow from 
the sub-basin by adding each component of 
flow. 

The computed Pa M ong 10c(l1 flow was compared 
with the estimated actual flow whi ch is derived directly 
by subtracting the Luang Prabang routed flow from the 
Pa Mong flow . The computed flow was then adjusted 
to match with the estimated actual one by changing 
parameters or coefficients of the basin such as the weighed 
rainfa ll, the SMI curves, the evapotranspiration, the cor
relation between the surface, sub-surface and baseflow, 
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and the routing characteristics of each component. In 
practice, the assumed coefficients taken from those of 
the similar basin were used in the first computation. 
The basin parameters were then gradually refined until 
the differences between the computed and observed 
flows were at the minimum. 

Results 

Results were presented as plotted hydrographs from 
the computer printout as shown in Figures 4, 5 & 6. In 
each plotting, the streamflow synthesized from rainfall 
was plotted against the aC'tual Pa Mong local flow, from 
April through the season of high flows to December. 
The rainfall input and the deviation of the computed 
volume from the actual volume of flow from the sub
basin were also included. On the same sheet, the 
computed discharge at Pa Mong, resulting from the 
estimated local flow, was also plotted against the observ
ed Pa Mong discharge. 

It was noted that the computed local flows from 
rainfall are in good agreement with those of the actual 
locals for 1970 and 1973 both in time of occurrence and 
magnitude of flow. Results for 1969, 1971 and 1972 
are rated as only fair . In terms of volume, however, the 
results are encouraging in that the errors are consistent
ly less than 10 percent, as shown below : 

Pa Mong local flow Difference from 
in 106m3 actual !low 

Year 

Computed Actual 108m3 % 

-
1969 16,200 16,700 - 500 -- 3.0 
1970 24.000 23,700 + 300 + 1.3 
1971 15.300 16,100 - 800 -5 0 
1972 10.500 10,600 - 100 - 0.9 
1973 18,200 17,500 + 700 + 4.0 

The derived watershed parameters are, therefore, 
considered as reasonable. The obtained parameters are 
as follows : 

Areal Distribution of Rainfall 

Station 

Luang Prabang 

Sayaboury 

Chiang Khan 

Vientiane 

weight 

100 

130 

170 

150 

% weight 

18 

24 

31 

27 
FIGURE 3 : Variable Ts curve- Luang Prabaog-Pa Mong reach. ______________________ ~ 
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Rainfall 
cm/day 

KE 
% 

1= 5.0 
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-- -
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S 60 

20 80 
43 100 

999 100 

------------
o 
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4 
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6 
7 
8 
9 

999 

KE = evapotranspiration reduction . 

100 
76 
58 
45 
34 
26 
20 
15 
12 
11 
o 

Basefiow Infiltration Index 

- -_---------------
BII 

o 
0.3 
0.6 
1.0 

999 

BFP 

80 
55 
37 
20 
20 

BII = baseflow infiltration index in em 

BFP = % basetJow. 

Surface-Subsurface Separation 

Input 
cm/h 

o 
0.01 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 

50.6 

Surface component 
cm/h 

o 
0.001 
0.01666 
0.04666 
0.09 
0.14666 
0.21666 
0.3 

50.3 

Routing of Surface, Subsurface and Baseflow 

Component 

Surface 
Subsurface 
Baseflow 

Cooclusions 

No. of phase Time of storage (h) 

4 
4 
5 

]3 
26 

500 

(I) Synthesis of streamflow from rainfall data of the 
ungauged area is feasible, using the SSA RR 
hydrologic model. 

(2) Once reasonably good watershed parameters 
have been esta blished, they are undoubtedly 
useful for predicting outflow from any ungauged 
areas, in connection with reservoir operation, 
flood forecasting and other hydrologic studies. 

(3) A more accurate result could possibly be 
obtained by sub-dividing the study area into 
several hydrologically homogeneous sub-areas 
and employing more rainfall data. 
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SYNOPSIS 

In the current practice designjlood is selected mainly on all empirical basis, vi:::., 
in most cases with reference to lzistoricaljlood events. This routine, however, should be 
changed in every case by using flood probability analyses and, ((possible , procedures of 
risk- and decision-theory. It occurs seldom that the elegant method of a true economic 
optimization call be applied. 

In the entire chain of calculation in many cases the weakest part is the determi
nation of the flood discharge in function of its exceedance probability, since diverse 
assumptions on probability distribution to simulate nature the best, result ill values of 
very different magnitude. 

Examplesfor discrepancies which may come into being due to uncertainties ill the 
selection of probability distribution will be presented. 

Introduction 

Comprehensive studies on flood probability have 
been carried out by the Research Institute for Hydraulic 
Structures and Water Resources, University of Karlsruhe, 
during the last years. Peak discharges at more than 
200 gauging stations were analysed by using 16 types of 
distribution functions with diverse method.s of estimation 
of the parameters. Various test procedures (tests of fit 
and alternative tests) have been applied in order to 
compare the frequency distribution of observed peak 
discharges with the theoretical functions. 

In this report the results of the study will be 
presented by answering the question: How great 
discrepancies in the magnitude of discharge may pertain 
to the same value of exceedance probability, originated 
by the application of diverse distribution functions? 
Thus the influence of selection of the distribution 
function on the design flood discharge (HQT)' defined 
by the recurrence interval (T), can be established. 
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Data and Mathematics 

The evaluation extended to such series of annual 
peak discharges only, which fulfilled the condition that 
t~e .Kolmogoroff-Smirnov test analysis justified a 
slgmficant value of 95 percent (Le., an error probability 
of 5 percent) when comparing observed and theoretical 
frequency distributions. Thus the test of fit was not 
sufficient to promote decision on selection of a distribu
tion function. 

Only series having positive skewness have been 
cons~dered here. This restriction was based upon a 
phYSIcal aspect. Namely the Pear on-type-rn distribu
tion, has a finite limitation in the range of high discharge 
values when the skewness is negative. Although it is 
believed that flood discharges must have a physical 
upmost value, still it is utmost doubtful that thc true 
physical limit would be equal to that of the probabili stic 
frequency curve. 

In order to avoid errors caused by sudden discharge 
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changes occurring in small creeks gauging stations were 
abandoned where the mean annual runoff is less than 
20 m3/sec. Most series cover a period as long as 30 
years and the drainage areas have a size from 100 to 
100000 km 2• 

On basis of conditions mentioned in Table I. 37 
flood series have been examined, which satisfied the 
5 percent limit criterion of the Kolmogoroff-Smirnov
Test for all the following six distribution functions: 

(I) Log-Normal Distribution (LN) 

x 

F(x) 1 . f I ((In X-fJ. In)2 ) d - exp - -- -- x 
a,n V 27r X 2 aZ

/1I 

o 

(2) Gumbel Distribution (GU) 

F(x) = exp[-exp{- · m(x- h)}] 
7r I ( EUler-) 

b = If- y/m m = vb . -;. y = Number 

(3) Gamma Distribution (GA) 

x 
6,,+1 f 

F(x)= f(a+ I) x' . exp ( - hx) dx 
o 

b = fJ.ja 2 

(4) Log-Gamma Distribution (LGA) 

(5) Pearsol1-Type-lll Distribution (P 3) 

x 

baH J Fi(x) = (x-d)a. exp [ - h(x-d)] d.x 
f(a+ 1) 

d 

2 2a 
a = 4/CS2-1; b = ~CS d = !-l-CS 

(6) Log-Pearsoll-Type-Ill Distribution (LP 3) 

The equations describing the logarithmic distribution 
are formally the Same as the above ones, only the boun
dary of integration have to corre~p(.)Odingly be changed 
and the integrand has to be mulhphed by I/x. 

The parameters of the above six distri bution 
functions have been estimated by means of the Momen
tum Method, sincc this procedure of estimation is very 
handy and suits the current practice. Thus the first, 
second and third momentum present the three main 
parameters : 

Mean !-l ~ x = ~ L x, 
Variance : a2 =. SI = N~ I L (XI-x)2 

Skewness CS = (N- J) ~-2)a3 2: (XI-X)3 

where, Xi denotes a recorded flood peak and N denotes 
the number of observations. In order to obtain the 
parameters of the logarithmic distributions (fJ.ln' (1ln, CS/n), 
the Xj values have to be substituted by the In(x.) ones. 

Flood discharges (HQT) pertaining to recurrence 
intervals of T = J 00, 1 000, 5 000 and J 0000 years 
have been calculated for each gauging station. (Recur
rence intcrvals of from 100 to 1 000 years are very often 
selected as criteria for the design flood when planning 
spillways or flood levees). Tables III (a) & III (b) show 
results of calculations. 

Results 

In order to characterize the range of differences 
resulting due to possible application of diverse distribu
tion functions the following dimensionless numbers have 
been selected : 

• maxHQT - rninHQr 
R = . IIQ 100 ( %) T min T 

_ maxHQT -minHQT 
Rr= .100(%) 

HQ 

where every number refers to one gauge and one Tvalue 
only. HQ in the second formula denotes the mean of 
observed flood discharges [Thus 37 times 4 = 148 
numerical values are at disposal for both R*T and RT . 
On Tables nr (a) to III (d) the max HQT and min HQT 
are signed by thick figures and by brackets respectively]. 

Eventually from all 37 values pertaining to one T 
recurrence interval, the minimum and the maximum are 
selected, furthermore the means of them is composed. 
These three numbers are shown in Figure 1 at every 
four values of the recurrence interval. 

For example, let us select the 1 OOO-year probability 
flood. According to the figure the average range of 
difference due to selection of the frequency distribution 
attains 42 percent in comparison with the minimum 
value of HQT found from the analysis. In extreme Case 
the discrepancy between maximum and minimum values 
of HQlOOO may reach a magnitude as high as the 
minimum value of HQT itself. 

Figure 2 demonstrates a similar diagram when the 
range of di crepancy is related to the mean value of 
recorded flood discharges. Let us have a look again at 
the Tlooo flood event. The di crepancy varies between 
30 and 280 percent and its average value amounts to 
ca. 120 percent. 

The data pertaining to the 37 gauging stations can 
be classified according to the magnitude of the skewness, 
viz., in two separate case : 

(A) Skewness is positive for both true discharges 
and logarithms of discharges: (CS > 0 and 
CSt" > 0). Gauging station NoS. 1 to 21. 
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TABLE I 

Li t of Gauging Stations. 

SI. Gauge Riverl A N HQ CS CStfi 
No. Creek 

I. Schweighausen Jagst 268 30 52 2,23 0,369 
2. Weilheim Ammer 601 30 164 1,79 0,386 
3. Porta Weser 19162 30 836 1,64 0,474 
4. Seebruck Alz 1388 30 143 ) ,63 0,622 
5. Dantelbachm Donau 77053 64 4140 1,62 0,496 
6. Jiilich Rur 1344 25 1034 1,47 0,146 
7. Niirnberg Pegnitz 11 92 30 59 1,42 0,]15 

8. Hofkirchen Donau 47496 121 1800 J,40 (),310 
9. Stein-Krems Donau 96055 140 5200 J ,39 0 ,463 

10. Schmerold Mangfall 222 30 46 1,34 0,424 
IJ. Forbach Murg 230 30 177 ] ,33 0,29 1 
12. Rheinfelden Rhein 34550 100 2590 1,32 0,276 
13. Opladen Wupper 606 30 124 ),21 0,148 
14. Hano . Munden Weser 12440 69 620 1,21 0, 136 
15. Zell Wiese 209 30 94 1,08 0,090 
16. Letzter Heller Werra 5487 30 272 1.06 0,33-1 
17. Landsberg Lech 2295 25 430 1,02 0, I 83 
18. lIsank R . Ache 12 1 30 36 0,849 0,20 1 
19. lngo)stadt Donau 20001 121 1070 0,801 0, 186 
20, Aunkofen Amper 3043 30 143 0,7 53 0,047 
21. Kempten lller 953 30 370 0,651 0,086 
22. Abtsgemlind Lein 247 30 72 1,50 - 0,398 
23. Bayreuth R . M ain 333 30 56 1,25 - 0,114 
24. Zerkall Rur 787 30 66 1,23 - 0,327 
25. Oberwolfach Wolfach 126 57 67 0,936 - 0,277 
26 . Lohmar Agger 788 30 175 0,742 0,425 
27. Pettstadt Regnitz 7005 30 325 0.676 - 0,279 
28. Eberfiogen Wutach 536 30 JOO 0,595 - 0,370 
29. Grasdorf Vechte 708 30 49 0,568 - 0,360 
30. PJochingen Neckar 4002 30 406 0,390 - 0,622 
31. Steinheim MUfr 432 30 87 0,371 - 0,350 
32. Lochbriicke Schussen 792 30 87 0,266 - 0,319 
33. Brenneckerbrugg Aller 1639 34 40 0,2 17 0,38 1 
34. Worms Rhein 68936 39 3160 0,2 14 - 0,483 
35. Kalkofen Lahn 5308 30 373 0,183 - 0,545 
36. OppenweiJer Murr 180 30 82 0, 177 -0,-185 
37, Kaub Rhein 103729 35 4000 0,042 -0,603 

A = Catchment area in square kilometres 

N = Number of observations 

HQ = Mean annual flood discharge in cubic metres per second 

CS - Coefficient of skewness 

CSln "'- Coefficient of skewness of the logarithms. 
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(B) Skewness is positive for the true discharges and 
negative for the logarithms of the discharges: 
(CS > 0 and CSI" < 0). Gauging station 
Nos. 22 to 37. 

Table II illustrates the results of this analysis. The 
influence of the change in the sign of the skewness 
seemed to be remarkable, since the average discrepancy 
in the frame-work of our investigation showed that in 
case B it was almost the dOUble of that in Case A. 

Conclusion 

The authors of this paper tried to present a com
parative analysis concerning the application of diverse 
distribution fUnctions for flood probabilities. The results 
of their study can be grouped into two types of 
comments: specific remarks and general recommenda
tions . 

It is evident that detailed results obtained from the 
specific inventory of discharge data having been at 
disposal must not be generaliz.ed without criticism. It 
would be dangerous to jump to conclusions on basis of 
an investigation of 37 gauging stations only. Still some 
qualitative aspects and tendencies can be observed which 
may be of interest both for the researcher and the 
practical engineer. Firstly, the presumption of the 
authors seemed to be justified that a logarithmic trans
formation of the data (Le., by applying logarithmic 
distribution functions) the flood discharges pertaining 
to a selected recurrence interval always exceed those 
which are computed on basis of the observed discharge 
values. The only exceptions-found by the authors
were the cases when, using Pearsons-TII-distribution, the 

TABLE 11 

Inftuence of the skewness on tbe range (RT ). 

Recurrence interval r (years) ___ - _ - -
100 1000 5000 10000 

Range in 
(X) 

es," eS,n esp, es," 

_:J:g. pos}eg __ . __ pos. \ neg. pos. \ neg . 
--

max R·r 21 42 49 87 72 124 83 139 

mean R· r 12 26 31 57 46 80 51 88 

min R*T 7 14 14 25 19 32 21 36 

max RT 55 107 171 283 293 450 354 523 

mean RT 28 61 92 153 156 2]6 ]90 280 

min RT II 24 29 48 42 68 49 77 
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TABLE III (a) 

Flood discharges (HQT in m3/sec) of a recurrence interval of T = 100 years (Computed on basis of nrious 
probablJlty IUDctlolJs). 

Probability-Function 
RT RT Gauge 

No. (%) <%) 
LN GU GA LGA P3 LP3 

I (124) 128 125 130 143 136 14 37 
2 441 440 (434) 461 471 493 14 36 
3 2115 2130 (2080) 2166 2243 2412 16 40 
4 (281) 305 289 292 318 326 13 27 
5 (7363) 7860 7385 1392 8169 8044 11 20 
6 294 280 (214) 307 290 301 12 25 
7 115 (165) (165) 189 170 193 17 48 
8 3143 3811 (3680) 3808 3968 4027 9 19 
9 9638 10216 (9622) 9117 10422 10462 I I 16 

10 109 109 (106) 114 III 121 14 33 
11 493 471 (464) 518 479 536 16 40 
12 4449 4699 (4404) 4471 4755 4659 8 14 
13 324 310 (301) 339 311 344 13 31 
14 1511 1478 (1426) 1561 1483 1563 10 22 
IS 282 253 (250) 302 (250) 284 21 55 
16 727 697 (681) 756 687 790 16 40 
17 1018 979 (944) 1041 960 1055 12 26 
18 15 75 (71) 77 72 77 9 17 
19 2056 2071 (1985) 2085 2026 2134 8 14 
20 333 320 305 343 (304) 329 13 27 
21 663 678 (636) 666 644 666 1 I I 
22 199 181 116 211 188 (170) 24 57 
23 174 153 (151) 190 154 163 26 70 
24 194 169 (165) 209 170 168 27 67 
25 205 176 173 225 (171) 182 32 81 
26 383 364 345 391 347 (337) 14 31 
27 ]090 873 862 1161 (816) 945 18 107 
28 310 254 248 333 (235) 262 42 98 
29 122 ] 10 105 128 (101) 107 26 53 
30 1046 915 875 1087 (829) 846 3) 64 
31 210 ]90 181 218 (173) 186 26 52 
32 183 174 115 187 (157) )67 19 35 
33 97 81 83 102 (77) 85 33 63 
34 6085 5921 5559 6111 (5345) 5424 14 24 
35 892 797 757 913 (706) 747 29 56 
36 220 186 179 232 (164) 183 42 83 
37 8204 7740 7282 8248 (6783) 7013 22 37 

Mean 18 43 
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Gauge 
No . 

2 
3 
4 
5 
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7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
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21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
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T ABLE III (b) 

Flood discharges (HOT in rn3/sec) of a recurrence Interval of T = I 000 years (Computed on basis of various 

probability functions). 

Probability-Function 
R* r 

r I r I I 
(%) 

LN GU GA LGA P3 LP3 

-
170 J72 (160) 187 203 206 29 
633 598 (571) 696 659 800 40 

2964 2872 (2698) 3119 3074 3901 4S 
367 397 (356) 381 421 480 35 

9001 9994 (8786) 8925 10537 10782 23 
421 379 (357) 466 393 448 31 
261 226 (220) 310 233 322 46 

4855 5060 (4542) 4963 5169 5627 24 
11937 13091 (11558) 11943 13323 14390 25 

149 146 (135) 165 147 187 39 
720 639 (610) 800 645 860 41 

5363 5906 (5168) 5343 5934 5887 15 
460 416 (388) 506 4]0 491 30 

2084 1970 (1813) 2221 ]940 2224 23 
423 344 (330) 491 (330) 427 49 

]042 941 (885) 1130 897 1270 44 
1410 1304 (1198) 1482 1235 1565 31 

97 (87) (87) 104 89 105 21 
2586 2702 (2387) 2642 2474 2782 17 
450 421 380 480 (378) 420 27 
81 2 855 (749) 817 766 816 14 
287 244 228 327 254 (215) 52 
264 208 (199) 317 206 225 59 
289 228 (215) 339 225 223 58 
309 238 226 372 (22]) 248 68 
505 473 421 529 426 (401) 32 

1705 1188 1)36 1954 (1036) 1320 87 
469 343 322 546 (294) 346 86 
169 145 131 189 (125) 134 51 

1468 1207 1094 1588 (998) (998) 59 
288 250 225 313 (207) 213 51 
238 225 199 251 (185) 201 36 
133 114 103 148 (91) 105 63 

7648 7504 6587 7654 (6144) 6203 25 
1216 1041 932 1278 (825) 882 55 

314 247 224 351 (193) 226 82 
10556 9885 8711 10565 (7550) 7950 40 

Mean 42 

Rr 
(%) 

89 
140 
144 
87 
48 

100 
173 
60 
55 

113 
141 
30 
95 
66 

171 
142 
85 
50 
37 
71 
29 

156 
211 
188 
225 
73 

283 
252 
131 
145 
122 
76 

143 
48 

121 
193 
75 

118 
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TABLE III (C) 

Flood discharges (HQT in m3/sec) or a recurrence interval of T "... 5 000 years (Compu ted on basis of various 
probability functions). 

Probability-Function R;. if']' Gauge 
No. ( ~0) ( Yo ) 

LN GU GA LGA P3 LP'). 

1 205 203 (184) 233 246 268 46 162 
2 783 708 (663) 887 789 1084 64 257 
3 3616 3390 (3108) 3810 3646 5291 70 261 
4 425 462 (399) 443 492 616 54 152 
5 10131 11483 (9684) 9953 12993 12993 34 80 
6 521 447 (412) 597 463 559 45 170 
7 331 269 (257) 420 275 442 72 314 
8 5659 5890 (5103) 5579 5993 6929 36 101 
9 13577 15096 (12805) 13083 I 52\}8 17505 37 90 

10 180 171 (154) 206 172 246 60 200 
11 899 757 (707) 1036 757 1152 63 251 
12 5987 6748 (5654) 5682 6733 6804 20 44 
13 565 490 (446) 639 476 609 43 156 
14 2519 2313 (2069) 2697 2248 270] 31 102 
15 537 408 (383) 658 (383) 513 72 293 
16 1287 111 1 (1020) 1422 1038 1695 66 248 
17 1708 1530 (1366) 1799 1418 ]885 38 121 
18 113 113 (97) 124 101 125 29 78 
19 2961 3117 (2646) 2961 2767 3241 23 56 
20 538 491 430 580 (426) 455 36 108 
21 915 978 (821) 905 844 897 19 42 
22 357 287 262 424 299 (245) 73 249 
23 337 246 (231 ) 436 242 291 89 366 
24 366 269 (248) 452 263 259 82 309 
25 394 282 261 509 (254) 294 100 38 1 
26 594 548 47 I 629 477 (439) 43 87 
27 2220 1407 1319 2639 ( 1178) 1725 124 450 
28 599 404 371 737 (332) 402 122 405 
29 205 170 149 236 (140) 151 69 196 
30 1793 1410 1238 1976 1105 (1081) 83 215 
31 347 291 254 386 (228) 260 69 182 
32 278 260 221 295 (200) 222 48 J09 
33 160 133 116 184 (99) 117 86 213 
34 8750 8609 7245 8417 6615 6645 32 68 
35 1459 1210 1046 1537 (894) 959 72 172 
36 387 288 254 448 (210) 250 113 290 
37 12245 11383 9629 11740 (7817) 8452 57 III 

Mean 61 182 
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TABLE III (d) 

Flood discharges (HQT in m3iscc) of a recurrence interval of T 10 000 years (Computed on basis of 'Various 

probability (unctions). 

Proba bility-FuDction R· RT 
Gauge T (X) No. 

I I I I I 
('Yo ) 

LN GU GA LGA P3 LP3 

1 220 216 (I 94) 252 264 298 54 200 
2 852 755 (700) 968 843 1226 75 321 
3 3913 3613 (3277) 4082 3886 5987 83 324 

4 450 490 (416) 463 522 681 64 185 
5 )0619 12124 10049 (9768) 12851 14011 43 102 

6 567 477 (434) 654 492 605 51 202 

7 364 287 (273) 475 293 503 84 390 

8 6015 6247 (5332) 5781 6336 7536 41 122 

9 14281 15960 (13313) 13519 16121 18949 42 108 

10 193 182 (162) 223 182 275 70 246 
) 1 982 808 (748) 1145 804 1301 74 312 

12 6255 7110 (5851) 6776 7066 7210 23 52 

13 613 522 (470) 699 504 656 49 185 
14 2716 2461 (2174) 2869 2375 2891 34 116 
15 591 435 (405) 738 (405) 533 82 354 
16 1399 1184 (1076) 1546 1096 1904 77 304 
17 1843 1628 (1436) 1919 1493 2054 43 144 
18 120 120 (101) 132 106 134 33 92 
19 3124 3296 (2752) 3061 2888 3431 25 63 
20 577 521 450 624 (446) 459 40 124 
21 960 1031 (850) 921 876 918 21 49 
22 389 306 276 467 318 (256) 82 293 
23 372 263 (245) 496 256 315 102 448 
24 402 287 (262) 505 278 275 93 368 
25 434 300 275 570 (268) 313 113 451 
26 634 581 491 670 499 (454) 48 123 
27 2465 1502 1305 2936 (1236) 1698 138 523 
28 660 431 391 830 (347) 424 139 483 
29 221 180 156 258 (146) 158 77 229 
30 1941 1498 1297 2193 1148 (1112) 97 266 
3] 374 390 266 414 (236) 271 75 205 
32 296 275 231 313 (207) 231 51 122 
33 172 141 121 201 (102) 122 97 248 
34 9231 9084 7513 8662 (6785) 6813 36 77 
35 1569 1283 1093 1629 (921) 988 77 J90 
36 420 307 266 490 (218) 260 25 332 
37 12990 12026 10004 11988 (7947) 8637 64 126 

Mean 67 224 
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skewness of the logarithmic distribution turned out 
negative (Gauge Nos. 21 - 37). 

A further interesting observation has been made with 
the group of events characterized by positive values of 
both skewness factors : CS and CSln (Gauging station 
Nos. 1-21). In this group, namely, the ~wo-Parameter
Gamma distribution gave the minimum discharge values, 
while the Log-Pearson-UI-distribution was mostly 
responsible for tbe maxima. Within the region where 
the behaviour of the logarithmic distribution was marked 
by a negative skewness, however, the minimum was 
represented by the Pearson-Ill-distribution, and the 
maximum was almost in all cases connected with the 
application of the Log-Gamma-distribution. 

Finally, the authors would like to give a few general 
recommendations concerning the application of proba
bility theory for selection of the design flood: 

(1) If no standardization or official recommenda
tion on probability calculation procedure exists 
and an individual analysis is requircd, special 
care should be taken for the selection of the 
distribution function . 

(2) In several cases a reliable selection can be 
achieved by a preliminary test only, which may 
givc hints about a separation of possible 
distribution functions, viz., into recommendable 
and non-recommendable ones . 

(3) When after such a test of fit more than one 
functions remai n as recommendable one~, still 
the question i. open, which of them should be 
applied . Nevertheless. according to experiences. 
including those reported in this paper, certain 
knowledge can be gathered about di. crepancies 
originating from the use of diver e di stribution 
functions . This knowledge renders po:sible to 
valuate the safety when comparison one method 
with another. 

(4) The authors would like to emphasize strongly 
the fact that a simple declaration on the exeec
dance frequency or re('urref/C(! inten1o/ 0/ a 
design flood in several cases docs lIot say any
thing if full information on the distrihlltioll 
'unction is not simllitaneollsly presellted. 

For example. a weir or a spillway has been 
dimensioned for a barrage to be located al gauging station 
No.9 and it is required to consider lhe 1 OOO-year flood 
as design flood. According to Table III (b) thi s is 
14 390 m3/see (corresponding to Log-Pearson -.I1l 
distribution) . An other planner may say tltat he proVides 
for a higher safety when selecting the 10 OOO-year flood . 
Since the latter based his calculation upon the Gamma 
type distribution, his design flood discharge is 13313 
m3/sec only, i.e., less than the first one. Such almost 
delusive actions have to be eliminated from a responsi
ble engineering practice. 
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YNOPSIS 

First, it is shown that- as a marter of commOn place experience-tire descc'nding 
limb offload walles has always a longer duration than the rising one. This fact, together 
with the use of stage-discharge curves, and utterly disregarding the ejfect of the hydraulic 
gradient entails an ol'crrating of available surface water resources. 

In order to overcome this difficulty, a si1llple geometrical method of calclilatillK 
hydraulic gradients from gauge readings is adopted. 

Next, it will be shown that the hydraulic xradienf of ril'er.\' at .I'te(l(~11 flow is a 
function of the river stage too. 

Finally, the improved value of discharge is obtained by appl)'ing a corre(,tioll upon 
the discharge read from the rating cUrl'e. 

Introduction 

The stage-discharge curve (rating curve) is a rather 
poor tool of calculating river runoff but mostly, it is the 
only aid to be resorted to. 

The inadequacy of the rating curve lies in the fact 
that besides of being a function of the river stage, the 
discharge is a function of the hydraulic gradient as well. 
Unfortunately, the influence of the latter is usually 
neglected by the simple reason of being unknown. In 
this context, two facts should be pointed out: 

(I) As it is well-known, hydraulic gradient and 
discharge are lower at the same stage if the river 
is fa ll ing than if it is rising. 

(2) The same discharge may runoff at a much 
higher stage and lesser hydraulic gradient if 
influenced by the simultaneous flood of a nearby 
tributary, than without such influence it may 
happen. The disregard of the hydraulic gradient 
may thus ind uce heavy errors in such cases. 

With regard to the above reasons, efforts should be 
m ade in order to enable the introduction of hydrau lic 
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gradients into calculations, improving thus the estima
tion of surface water resources. 

A daily measurement of the hydraulic gradient must 
be di carded as a requirement lacking reality. Thus, 
preference has to be given to geometrical methods hased 
upon gauge readings. Such methods have the additional 
advantage of a retrospective use. 

The Frequency of Rising and Falling Stages 

By maintaining the assumption that discharge values 
yielded by the stage-discharge curve are correct only jf 
the river stage attained one of its relative minima or 
maxima then it will become obviolls that discharges 
pertaining to falling stages are less than indicated by the 
rating curve and inverselY, discharges occurring during 
the rising stages are higher than those yielded by the 
curve. 

The errors thus committed in determining momentary 
di charges are, however, not neutralizing each other in 
the long run, since the frequency of failing stages is 
appreciably higher than that of rising ones. This in 
turn, results in a regular error of overrating annual 
runoff, or water resources in general. The error may 
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become quite considerable as it will be pointed out later 
on . 

In order to have an idca of the frequency of rising 
and falling river stages, the reader is refcrred to Table 1 
wherc the results of such an investigations are summa
rized. The daily river stages at 6 stations were processed 
over the 7 -year period of 1965-) 971. As shown by the 
example, the annual frequency of rising water is roughly 
equal to, or less than. 40 percent of all days . The only 
exception, Tokaj with its 45.6 percent has not a natural 
river regime. Being in the backwater of the Tiszalok 
barrage, the fluctuation of stages is much restricted, and 
manipulations with the movable weir are a source of 
further unnatural features . 

At rjver stations further upstream, where individual 
flood wave ri e and recede separately. the frequency of 
rising stages is lower (e.g. , Vasarosnameny) than more 
downstream where the next flood wave is superimposed 
upon the preceding one before the recession of the 
latter (Szolnok, Szeged) . 

Tbe Hydraulic Gradient 

Despite the clarity and simplicity of the concept of 
hydraulic gradient in theoretical hydraulics , it becomes 
a vague notion as soon as it is applied to fluvial 
hydraulics. The water surface of a sinuous river is a 
very complicate three-dimensional configuration, the 
shape of which is determined simultaneously by gravity, 

centrifugal and Coriolis force, wall friction and other 
forces acting. Transversal gradients and secondary 
currents still contribute to further confusions of the 
phenomenon. Therefore, the practical definition of the 
hydraulic gradient should be a matter of proper conven
tion. 

In the present paper, the hydraulic gradient (surface 
slope) is considered as the differential quotient S = dy/dx 
of a plane curve. This curve is obtained if the cylindrical 
vertical surface containing the main streamline of the 
river surface is flattened out into a vertical plane. The 
curve itself is defined practically by a number of points 
corresponding to simultaneous stages at river gauges, 
and by the distance between these gauges measlHed 
along the main streamline. It is also assumed that these 
distances are independent of actually prevailing river 
stages, which is not always the case. 

Th.e plane curve of the water surface obtained in the 
above way is to be substituted expediently through 
polynomial curves of the second or third-degree. 

A second-degree approximation has the advantage of 
requiring three simultaneous gauge readings only, which 
makes calculations very simple. On the other hand, if 
the surface curve has an inflexion, which is occurring at 
least twice during each flood wave. a second-degree 
curve cannot be fitted to the line of the water surface. 
This is the reason for introducing third-degree approxi
mations as well. 

TABLE) 

Number of days with rising river stages and their percentage for some Hungarian gauging stations. 
Average of the years 1965 to 1971. 

River and gauging station Jan . Feb. Mar. Apr. May Jun July Aug. Sep. Oct. Nov . Dec. Year 

Danube. days 13,4 12.6 14,3 13,3 13,0 14,4 12,3 10,3 8,1 7,6 13,3 11,9 144,4 
Budapest % 43,:; 44.6 46.2 44,4 42,0 48.0 39,7 33,3 27,0 24,6 44,3 38,4 39,5 

Danube, days 12,9 12,1 13,6 14,7 13,3 13,7 Jl,7 JJ,6 7.7 6,9 13,7 12,7 144,6 
Moh6cs % 41 ,7 42,8 44.0 49,0 43,0 45,6 37,K 37.5 25,6 22,4 45,6 41,0 39,6 

Tisza, days 11 ,9 12,1 10,4 12,1 10.4 8,3 9,4 10,0 6,7 8,3 ]0,4 10,0 121,6 
Vasarosnamcny % 38,5 42,8 33.6 40,3 33,6 27,6 30,4 32,3 22,3 26,9 34,6 32,3 33,5 

Tisza, days 13,9 14,0 13,3 14,0 12,3 13,3 13.9 13,6 13,0 14,6 15,0 14,9 166,6 
Tokaj· % 44,9 49,6 43,0 46,7 39,7 44,3 44,9 44,0 43,3 47,0 50,0 48,1 45,6 

Tisza, days 11 ,4 14,1 15.1 12,3 8,3 12,9 9,9 13,3· 10,1 11,0 15,4 13,9 148,7 
Szolnok % 36,8 50,0 48,8 41,0 26,9 43,0 32,0 43,0 33,6 35,5 51,2 44,9 40,7 

Tisza, days 12.6 14,4 15,3 15,4 9,9 12,3 10.9 9.4 11,7 9,9 16,7 13,6 150,7 
Szeged % 40,7 51,0 49,4 51,2 32,0 41,0 35,3 30,4 39,0 32,0 55,6 44,0 41,3 

-The river regime at Tokaj is highly affected by Tiszalok R.iver barrage, a few kilometres downstream. 
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Formulae of Second-degree Approximation 

Jf a Lagrange polynomial passing three points of the 
river surface (Figure I , top) is differentiated. onO will 
obtain the following formulae of the hydraulic gradients 
30, S1 and S2' valid for the sections 0, I and 2, respec
tively: 

... (1) 

... (2) 

... (3) 

Needle s to say that among these threc equations, 
Equation (2) is considered as the most accurate one. 
Equations (I) & (3) are to be used only if in the section 
to be inve tigated there is a di scontinuity of the water 
surface, c.g., a river barrage. 

Formulae of Third-degree Approximation 

By using the notations of (Figure 1, bottom). the 
differentiation of the Lagrange polynomial of third
degree will yield the hydraulic gradients So to Sa for 

2nd- degree OpprO)(Imot,on 

lo?_ r LOI L r---- 12 

~ ____________ J_ __ ~D~o~tu~~ .. ~le~v~e~I ______ ~~ 

Yo 

3 rd - oegree approx ImatIon 

1 
')2 

l 03__J_ 

! L,) - J 
l'2 -l- ___ lZ3 

Datum level 

FIGURE 1 : Notations for Lagrange polynomials. 

everyone of the four gauge sections involved. Equation 
(5) & (6) should be considered as more accurate than 
Equations (4) & (7), the latter ones being at end ~e tions 
of the river reach considered. 

s - 101 /03 + /02 103+ /01 lo~ Y I02/0~)' 
o - '01 lo~ 'os 0- /01 '1 2/13 . 1 

+ 101 108 101 lo~ , -:--'-...-"-":- y. - ) 8 
'02 1'2 123 - 108 /'3 In 

... (4) 

S - 112 113 111 11s - /01 Iis - /ol 112 , 
J - I I Vo----- -- }l 

01 02 103 ' 101 112 liS 

101 113 • + 101 II " - - h - I' 
los 112 128 103 113 123 ' 9 

... (5) 

S2 = - In 123 Y + 102 '~3 l' 
101 1(12 108 0 'OI'J ~ 113 ' • 

+ lo~ 112- /02 123 - '12 /21), _ _!1l2 '.g I' (6) 
'M 112 / 23 ' 2 lOB lis 123 ' 3 .. , 

For convenience. any of the Equations (1) to (7) may 
be rewritten in the form : 

S, = Aih1+B1h2+ .. . + Dlh .. + E; 

where, hj = Yj- Yj 

... (8) 

with )'J = the elevation of the water ~ urface in the 
sectionj 

YJ = the elevation of the gauge zero in the same 
section 

h, = the ga uge reading above zero or below zero 

.. . (9) 

With aid of the station Equation (8). hydraulic 
gradients may be calculated as far back as gauge 
readings of the stations involved are available~ It is 
also advisable to elim inate random fluctuation s of 
gradients thus obtained. by smoothing the diagram. 
Thus, e.g., the smoothed weighted average S" of the 
n-th day may be calculated as 

Sn = (S"_2+23"_1+ 4S,,+ 23"+I '+ Sn'f z)/JO ,, :(10) 

The whole process can easily be computerized. 

Figure 2 show~ .an examp~e of third-degree a.pproxi
mation at DunauJvaros (River Danube): . One ~ay 
perceive on this figure that m~xima an.d mlJllma of _river 
stage are always slightly lagglllg behlOd those 01 .the 
hydraulic gradient. It is also apparent that the gradJent 
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FIGURE 2 ; Flood stage hydrograph and surface slope. 

is very sensi tive against the superposition of flood waves, 
otherwise hardly perceptible on the stage hydrograph. 

On the Stage-discbarge Curve 

Without a further investigation one is inclined to 
believe that stage-discharge curveS with a validity 
restricted to steady flow are also characterized by a 
certain average constant value of the hydraulic gradient. 
A more thorough investigation into the problem shows 
however, that this is by far not the case. ' 

Again in connection with Dunaujvaros, river stages 
pertaining to discharges of 500, 1,000, ... ,8,000 cu m/sec 
were read from the stage-discharge curves of Dunaujvaro 
and the neighbouring river gauges. Next, hydraulic 
gradients pertaining to these discharges of steady flow 
were calculated by using the above suggested method, 
and finally, the gradients thus obtained have been plotted 
against the corresponding stages at Dunaujvaros. Results 

are shown in Figure 3. The curve obtained has a rather 
unexpected shape. Most probably, this is accounted 
for by the fact that floods with a stage higher than 
450 cm begin to overflow the river banks. 

Correction of Discbarge Values 

With regard to the above facts it is proposed to 
calculate the corrected values of actual discharge by 
means of the following formula : 

... (11) 

where, 
LQe = the corrected value of discharge 

Q. = the discharge read from the stage-discharge 
curve 

Se = hydraulic gradient calculated according to 
one of Equations (1) to (7) 



AN IMPROVED ESTIMATION OF SURFACE WATER RESOURCES 97 

h 

River Danube , 
Dunoujvo'ros 

~ 5 00 I-------+---------!-------~:___-__i 
1/)' 

o 
\.. 

.... 0 
> 

":3' 400 I-------- -t------------t- ------ -~--l a 
c 
:> 
a -o 
~ 300 1-- ------+--------=ooI-c:::.--------I 
o -I/) 

\.. 
QI 
> 
Ii 200 

100 --------+- --=--------

OL_ __________ ~------------~--______ ----~~-
8 9 10 

Slope of steady flow S,(cm/kml 
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Ss = hydraulic gradient read from a curve cons
tructed like that of Figure 3, as a function of 
momentary river stage_ 

By having adopted the described method to data of 
May 1965, the total monthly runoff thus calculated was 
less by 229 million cu m than ifit were determined from 
the stage-discharge curve. 

In this particular case, the percentual deviation was 
only- 1.6 percent. But this reach of the Danube is 
practically devoid of tributaries, which is rather excep
tional in river hydrology. 

Tn other cases however, like at Station Szeged of the 
Tisza River, a few kilometres upstream of the mouth of 
River Maros, certain heavy flood peaks turned out to 
carry about 30 percent less of water than if calculated 
already conventionally from the stage-discharge curve. 
This is far beyond the permissible limit of errors in 
estimating surface water resources. Reaches above the 

confluence of rivers are particularly sensitive to the taking 
or not taking into account of the hydr{(ulic ~rc1djellt . 

Conclusions 

(I) The use of the stage-discharge curve is bound to 
give rise to considerable errors in river runoff if 
the hydraulic gradient is not taken into account. 

(2) These errors mean an underrating of runoff 
during the rising period, but an overraling 
thereof during the falling-stage period . It is 
shown that only 33 to 40 percent of daily stages 
are rising ones and hence, the overall result will 
be an overrating of surface water resource~ . 

(3) Relatively simple geometrical considerations 
allow for taking the hydraulic gradient into 
account . Formulae derived through the 
differentiation of Lagrange polynomials have 
been established for the purpose of calculating 



98 SZALAY 

actual values of the hydraulic gradient, by using 
sets of sim ultaneous gauge readings. The method 
is apt to a retrospective use if gauge readings 
are available. 

(6) The method may find another use in flood 
routing where it enables the employment of 
more accurate discharge inputs at the upstream 
end of the river reach computed. 

(4) In order to utilize the calculated gradients in 
corrections of discharge it is indispensable to 
know, what gradients belong to the various river 
stages in the steady state of flow. A simple 
method of finding these gradients has been 
advised. 
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SYNOP IS 

The recently concluded water quality management. study co"d~lcte~ by Black & 
Veatch Consulting Engineers, for the Denver RegIOnal CouncIl oj Governmel/ts 
produced findings which indicate that urbanization may materially eflect base Jlow 
regimes. Historical streamflow record~ for the Cherry Creek watershed located ill 
Denver, Colorado (U.S.A.) show annual.} ield to be considerably higher thall would hi' 
expected from natural precipitation conditions. Detailed computer anal)'ses of the 
hydrologic responses of this watershed sub.l·ta~ltiated tha~ natu!'al rainfall-m.l/oJ! wa.l' flOt 
sufficient to account for the elevated ~vater Yields. A diSCUSSion of tlte I'anous allalpe.\' 
is presented with supporting illustratIOns. 

Introduction 

Urbanization has long been thought to alTect various 
streamflow characteristics, particularly the volume and 
peak flow rate of storm runoff. Numerous articles have 
discussed this cause and effect relationsrup. It has 
repeated1y been documented that increases in flood peak 
flow rates have the cffect of reducing thc volume of 
water available for infiltration into ground water 
horizons and are, therefore, instrumental in reducing 
ba e flows. 

A recent hydrologic analysis performed in conjunc
tion with an extensive water quaUty management study 
conducted by Black & Veatch for the Denver metro
politan area in Colorado strongly indicates that, in at 
least one drainage basin, urbanization and accompany
ing land use changes may be responsible for a general 
increa e in the base flow. Tlus particular watershed, 
Cherry Creek, behaves contrary to catchment areas 
discussed in the literature, in that its base flows are not 
reduced with increasing urbanized area. 

This paper discusses in detail the analytical proce
dures utilized in the moisture budget analyses, presents 
conclusions derived from the hydrologic analyses, and 
illustrates conclusively that urbanization in semi-arid 
regions, rather than causing decreased base flows, as is 

generally thought, may be responsible for increasc~ 10 

base flow. 

Description o{ tudy Area 

General 

The Denver metropolitan area is located in the west
central region of the United States at about Latitude 
N 39? J 5' and Longitude W 105" 00' . rt is composed or 
numerous indepcndently governed suburban commu
nities, each of which generally exhibits the features of 
larger cities, i.e. , central shopping areas, municipal 
wastewater treatment facilities, sewers (storm and 
sanitary, or combined), schools, etc. The metropolitan 
area encompasses about 750 q miles (1,945 sq kl11) 
along the eastern foot-hills of the rocky mountains, and 
is situated along both bank of the South Platte River 
and its numerous tributary streams, onc of which is 
the reservoir-controlled Cherry Creek. Figure I presents 
location information . 

The Cherry ('reck watershed covers about 409 sq 
miles (1 ,059 sq km) of relatively flat , sandy, dry land 
located east of the City of Denver proper. Situated 
at about river mile II are the federally owned and 
operated Cherry Creek flood control dam and reservoir, 
which control runoff from about 385 sq miles (997 sq km) 
of rather sparsely populated land and protect 24 sq 
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miles (62 sq km) of primarily urbanized land in the 
Cherry Creek watershed. 

Topography 

The general topography of the controlled portion of 
the Cherry Creek watershed is one of relatively little 
relief, having a mean elevation of about 5,425 ft 
(1,654 m) a.bove mean sea level. Elevation extreme 
vary from about 5.700 ft (J , 740 m) to about 5,200 ft 
(1,580 m). No extreme elevation changes are found in 
the area. 

Geology 

Surface soils in the Cherry Creek study area consist 
primarily of various gradations of sand. Erosion pro
cesses and resulting deposition are clearly evident. 
Some wind erosion has taken place. 

Precipitation 

Precipitation varies across the watershed: for the 
period from 1941 to 1970 it averaged about 15 in. 
(38 cm) per year. The area can be classified as semi-arid. 
About 45 percent of the annual precipitation occurs 
during the months of April through June. Scattered 
thunderstorms and massive frontal systems, to a large 
degree brought about by orographic mechanisms, gene
rate most of the precipitation. Areal distributions are 
reflective of the orographic influence. 

Mean annual snowfall is about 60 in. (152 cm). 
General temperature conditions are such that continuous 
Snow cover beyond a two or three week period is rare. 

Temperature 

Average temperatures range from a high of 73°F 
(23°C) in July to a low of about 31 °F (O°C) in January. 
The mean annual temperature is 51 °F (10°C), and 
extremes rarely exceed 100°F (38°C) or drop below O°F 
(- 18°C) for extended time periods. 

Computer Model 

Simulation of streamflow conditions for given 
historical precipitation patterns, wastewater loadings 
and flow diversions was conducted for the Cherry Cret'k 
watershed. Analyses were then made of resulting 
stream conditions to assess the influence of the various 
affecting parameters. The model used for this study 
was written by Hydrocomp International, Palo Alto, 
California, U.S.A., and requires a large, high-speed IBM 
digital computer. 

The algoritluns incorporated into the program for 
quantity studies were divided into three sub-programs 
or modules: (A) Library; (B) Lands; aod (C) Channels. 
They are briefly described in the following: 

(A) Library Module: The library module operates 
primarily with basic data storage and retrieval. Its 
main fUnction is to provide the user with high-speed 
capabilities for managing the voluminous hydro-

meteorological data required in the application of the 
model. 

(B) Lands Module: The lands module contain the 
first series of algorithms used for simulation of the 
hydrologic cycle. This module defines the land pha e 
of the hydrologic cycle by utilizing approximated areal 
parameters and the hydro-meteorological data eric .. 
H simulates the hydrologic responses of the land 
surface. 

Provi ions. have been made in this module to simulate 
the processe controlling the various omp nellIS. of 
runoff (overland flow, base flow) by accounting for 
losses or gains in ground water 70neS and in moisture 
content of snowpacks. 

( .) Chanl/els Mor/ule!: Tlus module is designed to 
utilize the channel inflow data generated hy the lands 
module and to route it through the defined channel 
system. The rout.ing procedure used in the] Iydrocomp 
model is based on the " kinem.atic wave" theory and 
utilizes actual or estimated dimensions and roughnc s 
coefficients for the channel system. Figure 2 presents 
a schematic flow chart of the simulati n program. 

Calibration 

The purpose of model calibration waS to adapt tile 
computer program to thc hydrologic, meteorologic and 
physiograpluc characteristics of the watershed. During 
the process wluch essentially entailed th.e adjustment 
and fitting of various parameters and constants used hy 
thc program, lustorically observed and synthetically 
developed hourly data on precipitation , evaporation . 
temperature, cloud cover and wind, and information on 
physical characteristics such as soils, land usage and 
imperviousness were utilized to compute the moisture 
budget for th.c Cherry Creek watershed on an hourly 
time interval. ognizancc waS taken of multi-faceted 
interrela.tionships believed to be rclevant in the rainfall
runoff cycle. Th.e following are some of the parameters 
considered in the simulation proceSs : 

(I) lmpervious area 
(2) Interceptor storage 
(3) oil moisture content 
(4) E va.poration rate 
(5) 1 nfiltration rate 
(6) Interflow rate 
(7) Length of ovcrland flow 
(8) Overland flow rangc 
(9) Manning's "/1" coefficient for overland now 

(10) lnterflow recession rate 
(I )) Ground watcr recession rate 
(12) Radiation 
(13) Forest cover 
(14) Ground water storage. 

Results of calculations made during the calibration 
process showed that recorded inputs and recorded 
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abstraction did not result in a mass balance for the 
Cherry Creek area. The average annual runoff measured 
at the official stream gauge for the trial period was about 
6.9 in. (17.5 cm), while the simulated annual runoff was 
only about 2.1 in. (5.34 cm), which represents a deviation 
of about 70 percent from the observed value. This indi
cated that not aU water inputs were properly being 
accounted for. 

It was initially thought that programming errors 
were responsible for the deviation between historical 
and simulated runoffs. Detailed reviews of the modell
ing logic and validltion of mathematical algorithms 
were made, and it was concluded that there were 
no . er.rors which would account for the significant 
vanatton. 

It was then concluded that the land surface response 
mechanisms were partiaIly or wholly responsible for the 
discrepancy. The relative magnitUdes of land-related 
parameters were further analyzed by simulation of rain
fall-runoff responses from the undeveloped area5 of the 
upper Cherry Creek watershed. Thi clearly showed 
that the land parameters used for urbanized areas yielded 

too much flow in the rural regions. It became, there
fore. obvious that water from sources other than natural 
precipitation was being introduced into th.e stream 
network in the urbanized areas of the watershed. The 
Cherry Creek watershed has no surface water diversion 
and only one very small. fairly well-documented waste
water treatment plant discharging to the river, apart 
from the previously mentioned flood control reservoir. 
Since all of these factors, when combined, had only a 
small effect Upon the streamflow, it was not considered 
possible that errors in their measurement would result 
in thc significant deviation between observed and 
simulated streamflow. 

Irrigation 

Considering these finding , it became apparent that 
the observed sustained water flows evident in the stream 
were largely the result of return flows from irrigation of 
crops and lawns. Reviews of historical hydrographs 
from the study area indicated that recession constants 
were similar to those commonly found in irrigation 
ituations. The seasonal irrigation in the watershed 

builds up a substantial ground water reservoir which, 
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when interfaced with the Cherry Creek channel or with 
storm sewers, provides a low, steady base flow during 
periods of no irrigation. 

Field observations following all extended period of no 
measurable precipitation showed that major gains in 
streamflow occurred in the more densely populated 
lower reaches of the basin where lawn irngation is 
widespread. This, coupled with a review of the 1965 
through 1970 water consumption curves . for. the area, 
indicated that the effects of lawn spnnkhng above 
other basic, domestic water requirements extend from 
April through October. Observed hydrographs further 
substantiated this by their generally increased base 
flow contributions during the corresponding time 
period. 

In order to substantiate the premise that Irngation 
contributes to the watershed's base flow, it was necessary 
to develop a series of algorithms to represent irrigation 
applications in the Hydrocomp computer program. 
To make the application of irrigation water most realis
tic, a target value of total m~isture required to sustain 
lawns and crops was established for each month. 
Each day during the month was then checked sequentially 
to determine jf the daily portion of the monthly require
ment was met by natural precipitation. When necessary, 
irrigation water was applied to bring the moisture up to 
target level. Precipitation in excess of the required daily 
amount was carried forward to satisfy subsequent daily 
demands. 

The application of th.is artificially determined irri
gation moisture w.as. de.termined to v~. bet:ween two 
basic uses, crop lfngatlon and lawn ungatLOn. The 
irrigation application rates thus determined ~eJleeted 
this breakdown, and for the Cherry Creek bastn, lawn 
irriga.tion constituted the greater percentage. Because 
of differing rates, it was decided th.at areas under each 
category of irrigation should be determined in addition 
to the amount of impervious and pervious land in each 
area. Residential areas in the Cherry Crcek basin 
were assumed to be 60 percent irrigated and were distri
buted within the watershed by the proportion of land 
tributary to each defined reach. By mean of this 
approach it was possible .to .account fo~ a~tifi~iaJly app~ied 
moisture in a manner Slmllar to the lrngallon practlCes 
used by the residents of the region. 

Application Rates 

The actual lawn and crop irrigation application rates 
for the watershed were established from historical water 
department records and State water district records. 
The lawn irrigation target was established by graphically 
separating lawn irrigation from the monthly domestic 
uses. The volume of water thus determined was divided 
by the estimated land area under irrigation, supplied by 
the water department, t~us resulting in an. average 
monthly irrigation applicatIon rate. :r~e ~esultlng rates, 
added to the average monthly preclpltatlon, gave the 
total monthly moisture law n target values listed below: 

Estimated monthly lawn irrigation r~uirements . 

Month 

April 

May 

June 

July 

August 

September 

October 

Total for season 

Monthly target 
requirement 

(inches) (centimetres) 

2.96 7.5 

5. 10 13. 0 

5.66 14 .4 

5.90 15 .0 

5.43 IJ .g 

3.62 9.2 

2.27 S.H 

JO .94 78.7 

------------------------------ ----- -----

. ~rop ir~igation requirements wert: computed in a 
sllllilar fa hion, except that "hcadgate" requirements, as 
documented tn the tate's irrigation water districts 
records, were utilized in place of the domestic water 
consumption records. The crop moisture target values 
thus established are listcd below: 

Estimated monthly "rop irriJ.:ution rcci uir('rnen IS. 

-------------------------------- ------
Month 

April 

May 

June 

July 

August 

September 

October 

Total [or season 

Monthly target 
requirement 

(inches) (ccntimetres) 

3.75 9.5 

4.74 12. 0 

7.46 18.9 

9.15 23.2 

!l .60 2J.!l 

5. 45 13 .8 

2.90 7.4 

42.05 106 .6 

The total amount of irrigation water placed into the 
model wcre computed by respective monthly require
ments. Irrigation applications were assumed to be made 
daily during a three-hour period commencing at 12:00 
noon. It was thought that the decision whether or not to 
irrigate is fairly random, and that the ultimate appli
cation would be determined as a function of the target 
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values by charting accumulated moisture against the 
requirements to meet the monthly target. Monthly 
carryovers were made up to th.e end of the irrigation 
season 9.t which point the only moisture heing applied 
to the Jand surface was that generated naturally. 

Calibration rUnS were sUbsequently made utilizing 
th.e irrigation algorithms and h.istorical hydro-meteoro
logical data for the five-water-year period, October 
1 965-September 1970. The results thus generated, 
a nalyzed by the three methods discussed below, were 
found to be within defined limits of accuracy. 

Model Verjficatio n 

Verification of the numerical results generated by the 
computer model waS achieved by utilizing the following : 

(J) Mass Curves 

(2) Flow Duration Curves 

(3) Hydrograph Comparisons 

(4) Basin Climatic Indices. 

Each analysis was performed on the data generated 
by the model for the five-water-year calibration period. 

Mass CUrl'(,s 

Generally utilized in other types of analyses such as 
reservoir studies, they were used during this work to 
graphically compare monthly and seasonal variations 
between model-generated values and historically 
recorded values as a measure of the model's capability 
for reconstituting historical cyclic patterns. 

Figure 3 presents the final calibrated mass curve for 
the Cherry Creek Basin . As can be noted from this 
figure, there are certain differences between historical 
and simulated values of accumulated streamflow. The 
patt~rn of ~he ~ivergence indicates that exact repro
duction of lustoncal record was not achieved but more 
i~portantly, that the timing of seasonal variati'ons is 
fairly well r~pr.odu.ced. It. sh~uld be pointed out that, 
even though ungatl<?n appiLcatlOns were made according 
to the procedure discussed above the simulated total 
mass was still lower than the obs~rved value. It was 
found that the model did not correctly account for some 
iso~ated daily peaks in streamflow, and thus under
estllnated total mass. 

Flow Duration Curves 

The daily duration distribution of treamflow is a 
good indicator of how well the model is able to compute 
streamfiows of the same order of magnitude and 
frequency of occurrence. Duration curves were u. ed 
in ~onjunction ~ith mass curves during the parameter 
adju tment penod of the study. 

Figure 4 presents the historical and simulated daily 
flow duration curves for Cherry Creek. The duration 
analysis indicates that the simulated records contain more 
occurrences in the low flow range than were noted in the 
historical data. Attempts were made to reduce the 
divergence in the low flow range by adjusting the irri
gation algorithms for Cherry Creek. They proved 
unsuccessful because it was not possible to discretely 
define the behavioural patterns of individual irrigators. 
It was, therefore, concluded that it would be best to 
simply note the divergence and to take it into consi
deration in the water quality analysis. The flow dura
tion curve in Figure 4 serves to iHustrate that base 
flows in urban areaS remained higher in the historical 
record even though large irrigation applications were 
made through the irrigation algorithm, thus further 
substantLatlOg that urbanization affects base flow in the 
manner cited. 

Hydrograph Comparisoll.l' 

Time sequence plots of generated and historical 
streamflow values are probably the best indicators of 
how well the model is capable of reproducing the 
hydrologic responses taking place in the Cherry Creek 
Basin. Figures 5 through 8 present a partial selection 
of such plots. They illustrate that historical base 
flows are higher than simulated flows, even though 
significant moisture contributions were made artificially 
through the irrigation algorithm. 

Basin Climatic Indices 

The magnitude of streamflow resulting in the 
Cherry Creek watershed from normal precipitation was 
determined by an independent empirical approach 
developed only recently and discussed before the Inter
national Symposium on Design of Water Projects for 
Areas of lnadequate Data in Madrid, Spain, in June 
1973(1). 

Utilizing this approach, streamflow!: were computed 
for the waterShed assuming that man 'S activities which 
have an e!fect ot:l runo~ and flow regimes, e.g., irrigation, 
constructlon of ImpervlOUS areas, etc., could be effectively 
accounted for through appropriate adjustments of the 
calculation procedure. 

The drainage area selected for study contained about 
J 5 percent of near impervious surface with an assumed 
runoff coefficient of 0.90, and about 30 percent of urban 
lawns. As previously noted, the lawn area is heavily 
irrigated at abour 30 in. (76.2 cm) per year; annual 
rainfaU is about 15 in. (38 cm). 

U~ilizing Thornthwaite's Basin Climatic lndex (BCl) 
equatlOD as discussed by RL. Smith, Professor of Civil 
Engineering, University of Kansas, Lawrence, Kansas, 
the BCl value under normal rainfall was computed to be 
32, and an adjusted index of approximately 90 was 
co~puted in order to compensate for irrigation, The 
estImate of annual stream yield, with and without mao-
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induced influcnces taken into account , is summarized 
below : 

Percent Mois- C· Weigh-
area ture ted 

applied runoff 
(cm/yr) (cm/yr) 

Natural conditions 100 38 0.025 0.95 

Modified conditions 

Natural 55 38 0.025 0 .52 

Impervious 15 38 0.900 5 . 13 

Irrigated 30 117 0.325 11.40 

Total annual yield for modified conditions 17.05 

• Runoff coefficient from Bel versus Runoff/Rainfall curves 
developed by R.L. Smith. June 1973 . 

The observed mean annual streamflow for this water
shed over the test period was about 17.5 cm. 

The above numerical example illustrates that the 
streamflow of the Cherry Creek watershed is strongly 
infiuenced by irrigation waters. Many areas are 
affccted in an opposite manner by urbanization, i.e., 
areas of recharge are reduced, thus diminishing base 
flow contributions. The Cherry Creek watershed i ~ 
one example where this is not the case. 

Conclusion; 

In summary, it has been found that urbanization may 
have an unexpected influence upon the base flow regime 
of a watershed, namely, that base flow increase rather 
than decrease with expanding urbanization. Through 
the usc of a complex hydrologic computer program and 
an unrelated procedure for the determination of water 
yieldS, it has been shown conclusively that in one semi
arid metropolitan area of the United States, man's 
endeavours to maintain esthetically pleasing surroundings 
have appreciably altered the base flow regime. Further 
exploration and utiliz.ation of the concepts discussed 
above to appraise other areas of the world for similar 
conditions are recommended. 
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SYNOPSI 

It is contended that .I'oil moisture storage characteristics ill the upper 110ri::'011s of 
the soil profile are important parameters afJecting the runoff generation on small 
agricultural watersheds. A simple runoff model has beel1 del leloped, ut ili::.ing paralllNer.l' 
of soil moisture storage. These parameter.l· are obtained from an independent soil 1II0ist"re 
model. The rtu10fJ model is applied to predict runoff on a small agricultural watershed 
in the Southern Ontario Region of Canada. The model parameters are optimi::.ed by 
an iterative algorithm utilizing al7 objective fUl1ct iOI1 based 011 the lI1illil11i::.otioll of tile 
swn of squares of deviations betweel1 obsef'l'ed and predicted rUl1ojJ. Agrecment between 
obsel'lled and predicted runoff is found to be satisfactory, and sources (If discrepancics ill 
the predictive performance of the model are brie/ly indicated. 

Introduction 

The development of a runoff prediction model for 
agricultural watersheds is vital for the solution of many 
water resource problems, inclUding the design of surface 
water control facilities, the economic appraisal of flood 
prevention programs, the study of the elfects of existing 
and proposed watershed projects, and the evaluation of 
the effects of changes in land management. Given the 
direct runoff, design hydro graphs can be developed 
using the methods of hydrograph synthesis. The use of 
available long-term rainfall data, in conjunction with a 
rainfall-runoff prediction model, permits the determi
nation of various runoff probabilities and long-term 
sediment yields when given a relationship between direct 
runoff and sediment. 

It is recognized that there are a number of runoff 
models in hydrology today. Some of them are very 
elaborate [Crawford and Linsley (1966) ; Dawdy et al 
(1970); Holtan and Lopez (1973); Singh (1974)] , while 
others are simple. Most of these models require speci
alized computer programming skill and an extensive 
amount of data for their calibration. Both these 

facilities are often lacking in some dcveloring countries. 
This predicament makes advanced modelling technology 
practically u eless in such situations, at least for some 
time to come. Simplc procedures, amenable to hanu 
or dcsk calcu.lators and having a fewer number of para
meters, might be desirable for the so lution of many 
problems. 

The objective of this study was to develor a simple 
surface runofT model that utilized the parameters of so il 
moi ture storage determined from an indepcnuent soil 
moi ture model . 

The Soil Moisture Model 

The soil moi ture model is only briefly described here. 
For a more complete discu sion, sec the reference by 
Singh and Dickinson (1975). The model accounts for the 
movement of moisture into and out of the upper 30 in . 
of soil profile, and for the moisture stored witllin the 
profile. The distributed nature of the model , as h~wn 
in Figure I, incorporates five zones of storage denved 
from field observations of soil characteristics. The 
choice of the number of zones is made such that each 

III 
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FIGURE 1 : Soil moisture model. 

Zone is homogeneous and isotropic. The potential 
evapotranspiration (PE) is taken as a possible maximum 
of actual evapotranspiration (AE). The simultaneous 
withdrawal of soil moisture is allowed to occur from 
different zones permeated by roots, at rates dependent 
Upon the rate of PE and the available soil moisture. 

The wetting of the zones takes place from the upper
most zone to the lowermost , each filling to capacity 
before discharging to the next lower zone. When all 
zones have attained their maximum values of moisture 
content,. additional rain is treated as runoff [surface 
runoff (Q)+ ground water (G) or R5] . If surface runoff 

is known, the residual (R) will be treated as ground water 
runoff. During the wetting phase, evapotranspiration 
takes place at potential rates. 

The drying of the zones is caused by both evapo
transpiration and vertical drainage during saturated 
conditions, and by evapotranspiration alone during 
unsaturated conditions . The evapotranspiration is 
distributed over the zones for the simultaneous extraction 
of soil moisture from them. This distribution is in 
correspondence with the extraction coefficients assigned 
to the zones which are considered to be a function of 
plant root development, soil characteristics, and clima
tological factors. The actual evapotranspiration (AE) 
is considered to be a function of potential evapotrans
piration and available soil moisture in each zone under 
consideration. This fUl)ctional relationShip is assumed 
to bc linear when soil moisture is equal to or greater 
than 80 pcrcent of its maximum, and non-linear below 
this moisture level. It must be noted that evapotrans
piration tal<les place from the zones at different rates 
at the same time. 

Employing these basic concepts, the model monitors 
and integrates soil moisture in relation to time and 
space, given daily rainfall, daily evaporation, and daily 
surface runoff. This integrated effect is easily exhibited 
by a consideration of the hydrologic continuity equation. 

The Runoff Model 

The runoff model estimates surface runoff utilizing 
antecedent soil moisture deficiency (d) which is obtained 
indepcndently from the soil moisture model described 
above. Two natural, agricultural watersheds designated 
as W-l , and Speedvalc, were selected in the Guelph 
region of Southern Ontario, Canada. Both waterSheds 
are small, W-l being 20 acres and Speedvale 623 acres 
in extent. The model waS calibrated on watershed 
W- l and tested on the Spcedvale basin. A description 
of these watersheds is briefly given by Singh and Dickin
son (1975). A more com.plete discussion is presented 
by Singh (1970) . 

Concepts basic to the runoff model are considered 
below. 

Antecedent Soil Moisture Index (ASMI) 

The antecedent soil moisture index is considered as 
an index of watcrshed parameters affecting runoff. It 
is expressed in terms of antecedent soil moisture defi
ciency (d) which is obtained independently using the 
soil moisture model [Singh (1970); Singh (1971) ; Singh 
and Dickinson (1975)]. The moisture deficiency existing 
prior to the occurrence of rainfall , is the amount of mois
ture necessary to bring available moisture in the upper 
profile to its field capacity. 

Retained Rainfall (RR) 

A certain portion of rainfall is retained by the vege
tation and the depressions in the ground surface before 
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runoff commences. This part of rainfall is a lumping of 
so-called interception loss with the depressional storage 
and is designated here as retained rainfall . Hence, 
the retained rainfall is the amount of rainfall necessary 
to satisfy the initial loss before the occurrence of surface 
runoff. It is difficult to estimate retained rainfall 
without having some knowledge with respect to the stage 
of development of the vegetative canopy and the surface 
conditions on the watershed. For simplicity, it waS 
assumed to be a function of antecedent oil moisture 
deficiency (d), and was approximated by a cubic polyno
mial. To determine the polynomial , a number of 
rainfall epi odes which did not produce any surface 
runoff, and which were small in magnitude, were selected 
and analyzed using the soil moisture model. The 
operation of soil moisture model yielded antecedent soil 
moisture deficiency for all such events. The following 
relationship was developed : 

RR = O . 1036 + 0. 2775d-0.0365d2-O.OOO93d3 

Based on the work of Kohler (1963). and incorpora
ting the above concepts, the following non-linear 
functional relationship for surface runoff was hypothe
sized: 

where, Q = surface runoff, R = rainfall, RR = retained 
rainfall, d = antecedent soil moisture deficiency , and 
n and A are watershed coefficienL. This relationship 
takes cognizance of the following facts and hypotheses : 

(1) Surface runoff can occur before the entire soil 
moisture deficiency is satisfied. 

(2) Recharge, i.e., rainfall minus retained rainfall 
and surface runoff, approaches the antecedent 
soil moisture deficiency as rainfall continues 
(see Figure 2). 
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FIGURE 2 : Rainfall-recharge relation. 

(3) The antecedent oil moi sture index (AS M /) is 
used a~ an index of the watershed parameters 
affecting runoff. 

T~e a~ove functional relationship is sh(Hvn graphi
cally 1n Flgure 3, where antecedent soil moisture is the 
amou.nt of moist~re available in the upper 30 in . 
of soli profile, pnor to the ocCUrrence of ra infall . This 
also illustrates the role of oil moisture in the runoff 
proce s. 

TI\e coefficients A and 11 depend on watcrsllcd 
characteri ·tic . Thc coefficicnt A appears to accou nt 
for losse such ac; depression storage not accounll:d f\lr 
by retained rainfall. The coefficient 11 depend, on ante
cedent soil moisture defic iency (d) and is assllmed to he 
linearly related to it [KOhler, 1963), i.e .. 11 - a ., hd wllcrc. 
a is the intercept of the Iinc and h tile slope of the line. 

Parameter Estimution 

The model ha three parameters A, 11 and h. TllC 
following objective function was utilized in estimating 
these parameters : 

1/ 

mill L {Qo (j) -Q_ (j»)2 

j = ) 

Subject to the constraints: o<A< I, "'>0, :;t I : whcre, 
Qo (j) is observed surface runoff for the j''' event. 
Q,> (j) is estimated surface runon' for the i" event and 
N is the number of cvents in the optimiza.tion set. An 
iterative optimization algorithm was developed to mini
mize the objective function . First, th.e sllrface rUl10fT 
events for a few years wcrc noted on the watershed 
W-I ; and antecedent soil moisture dcficiency was wm
puted for all such events , using the soil moisture Illodcl. 
Initial cstimates werc thcn made of the values of the 
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FIGURE 3 : Rainfall-surface runoff relation . 
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parameters G, band A. Surface runoff computations 
were then made and compared with the corresponding 
observations. Depending upon their mutual compara
bility and compatibility, the parameter values were 
incremented by small amounts and the process of com-

parison repeated. At the same time, the sensitivity of 
surface runoff to the various parameters was noted. 
This process of computation and comparison was 
repeated until a minimum of the objective function was 
achieved. The optimum values of the parameters were 
found to be A = 0.25, a = 2.5, b = 0.25. 

Initial Conditions 

The following information is required to initiate the 
operation of the model : 

(1) Initial estimates for the parameters. 
(2) Soil moisture information prior to the occurrenCe 

of rainfall. 
(3) Parameters of the soil moisture model. 

Operation and Application 

Daily estimates of rainfall and evapotranspiration are 
used to operate the soil moisture model which estimates 
soil moisture in the upper horizons of the soil profile, 
and ground water. Utilizing soil moisture deficiency, 
the runoff model e. timates surface runoff. 

Having optimized the parameters on watershed W-I, 
the model was tested on the Speedvale watershed for 
several rainfall-runoff events, utilizing the parameters 
determined above. The predicted flows were then 
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compared with the actual events recorded on the 
Speedvale watershed as shown in Figures 4- 6. These 
figures illustrate well the agreement between observed 
and computed runoff. There are a number of i.nstances, 
however, where no runoff is observed although the model 
estimates its occurrence, and also the agreement is not 
as good. Discrepancies are attributable to four main 
sources of error: 

(I) Errors due to the assumptions in the model. 
(2) Errors in the data used to calibrate the model. 
(3) Errors in the data used to test the model. 
(4) Error due to transposition from watershed W-I 

to Speedvale. 

The assumption of antecedent soil moisture deficiency 
as an index of watershed parameters affecting runoff, 
is not entirely valid. There are certainly other factors 
such as rainfall intensity, rainfall duration, water
shed shape, sil.e, stream pattern, surface charac
teristics that affect runoff. Also, there are errors in the 
assumption associated with retained rainfall. The 
effect of this inadequacy is seen in several cases in 
Figure 6, i.e., 2 May 1967 ; 25 June 1968. This might 
lead to either overestimation or underestimation. 

The calibration and test data possess some element of 
error, but in comparison to the other sources of error 
these sources of error are of little consequence. The 
model does not adequately account for the presence of 
surface storage in the watershed. Under conditions of 
relatively large volumes of surface storage, the model 
tends to predict the occurrence of small runoff events 
when, in fact. none may have been observed. This 
inadequacy may be further enhanced by transposition 
errors. 

From Figures 4 & 6, it is apparent that underestima
tion or overestimation of runoff by the model does not 
follow any particular trend. This implies th.at the errors 
incurred by the model are not systematic in nature. 
From these figures, it is seen that the relative error which 
is the difference of observed and computed runoff 
divided by observed runoJT, is generally high when runoff 
event is small. Thu s, by itself. the range of relative 
error is not a good index for testing models. 

Conclusion 

The soil moisture storage characteristics in the upper 
profile are useful parameters to include in an empirical 
runoff model. Such parameters are easily obtalnable, 
and do not require specialized computing facilities or 
extensive amount of data. In solving water manage
ment problems where these facilities are lacking, simple 
empirically developed models may prove to be useful. 
The simple model presented in the paper illustrates this 
point. 
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SYNOPSIS 

A catchment model is described which is both distributed and deterministic. Usc 
is made of the finite element method to provide the framework within which the model 
;s constructed, The configuration of the model consists of all assembly of simple one
dimensional strip catchments which are orthogonal to the contours of the catchment. The 
constitutive equations of the model are either the kinematic wave equation for the 
overland and streamjiows, or tlze diffusion equation for the throughjiow component ill 
the upper zones. The ground water jiow component of the catchment is 1I0t modelled 
because this \Vas outside the scope of the present study, but there is no reason why this 
could not be incorporated in an extended model. Apart from the immediate objectil'e 
of simulating the runoff at any desired point within the catchment, this method of 
modelling has the potential for study of sediment and pollutant transport processes ill 
catchments. Also the effects of change in land use pattem s 011 the runoff mechanism is 
another area of application . 

Introduction 

The processes which determine the nature of the 
movement of water in the gathering groundS or catch
ment areas of streams a nd rivers have attracted the 
attention of hydrologists, geomorphologists and water 
resource engineers for more than three centuries. In 
recent times these processes have become better under
stood and in certain instances they have been successfully 
manipulated to produce improved water supplies. The 
development and control of catchments is often assisted 
by the availability of a mathematical model which 
simulates on a computer the movement of water 
through the catchment. 

The complex topography and inhomogeneity of catch
ments has often led hydrologists to simulate the runoff' 
mechanism using a "black box" approach (1) (2) (3). 
In this ty pe of model, the distributed characteristIcs 
of the catchment are lumped together and only the 
external response to a given input is simulated. A more 
helpful model, from the point of view of planning Water 
Resource Systems, would be one that simulated 

hydrologic processes within a catchment as well as 
behaviour on the boundaries. F urthermore, recent 
developments in hydrology place more emphasis upon 
the mathematical formulation of the basic phy ica l and 
chemical processes in the hydrologkal cycle, and this 
creates the need for a model that has a framework 
within which the e formulations can be placed . This 
calls for the development of determini stic models 
capable of predicting the distributed response of a 
catchment to a given input . Although the development 
of a distributed and deterministic model of a real 
catchment involves the processing of a large number of 
physical parameters and variables, the rapid development 
of the computer is operate. H is, therefore, often 
necessary to make some simplifications to the catchment 
geometry and some assumptions about the pattern of 
flow . 

Some hydrodynamical models, for example, simplify 
the catchment into two overland fl ow planes and ooe 
channel reach only (6) (7) . In thi s study, the simplificat
ion that is made is to divide the catchment Into sub
catchments which take the form of strips, and these in 
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turn are divided up into elements. The strip catchments 
are modelled independently and then assembled to 
obtain the overall catchment response. 

In a strip catchment the flow is assumed to be taking 
place in directions orthogonal to the equipotential lines. 
For surface drainage systems, equipotential lines are 
identical with the topographical contours and, therefore, 
the catchment may be represented as a set of contour 
lines and a set of flow lines which are orthogonal to 
each other. Figure I shows this for the Plynlimon 
Catchment. In a natural catchment, as can be seen in 
Figure 1, the topographical contours are of irregular 
patterns and are unevenly spaced. When sub-divided 
into strips this resulls in an assembly of irregularly 
shaped strips, so that the approach to modelling the 
flow within an individual strip must be sufficiently 
general to accommodate this and permit the same 
calculation to bc carried out for strips of any shape. A 
typical strip catchment, sub-divided into elements, is 
shown in Figure 2. 

The flow along these strips is considered to be one
dimension~l, by assuming that the flow is always 
orthogonal to the topographical contours. This of 
course does not mean that the flow has to be assumed 
to be unidirectional , as the constitutive equations may 
be framed with reference to a curvilinear axis along a 
strip. 

This process of breaking up the catchment into an 
assembly of strip catchments has the typical advantages 
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FIGURE I : Plynlimon Wye catchment dividedJinto one
dimensional sub-catchments. 

FIGURE 2 : Strip catchment sub-divided into clements . 

of constructing with a modular system. The description 
of the catchment for computing purposes becomes a 
routine, the actual numerical operations carried out on 
each module are the same, the behaviour of any parti
cula r module within the catchment may be monitored 
with ease, and changes in the catchment parameters 
may be made by simple exchange of modules . Overland 
flow, throughflow and streamflow are all modelled using 
this modular approach . 

The disadvantage is that numerical inaccuracy is 
inevitable. This occurs when any continuum is sub
divided into elements for analysis, and the proposed 
method is no exception. 

Flow Models 

In view of the fact that distributed models of ground 
water flow have received a great deal of attention in the 
past and have been developed to a much higher degree 
of sophistication than surfaceflow models, this study 
has been confined to modelling the surfaceflow compo
nents of the hydrological cycle. There are three of these 
components, overland flow, throughflow and streamflow, 
and the constitutive equations used for them are 
described in separate sections below. 

Overland Flow 

Overland flow is defined as the flow of precipitated 
water in excess of infiltration and evaporation. If it is 
imagined to flow down a slope in the form of a thin 
sheet, the following equations based on the conserva
tion of mass and momentum define the flow jn a 
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one-dimensional domain such as a strip catchment, 
when the Coriolis term is omitted : 

_Ei_ + oh = Q ox at ... (1) 

oh u AU 1 
ax+gax+--g 

au Qu - + -= So-Sf or gh 

where, q = discharge/unit width, 

h = depth of flow, 

Q = lateral inflow/ unit area , 

u = velocity of flow, 

g = acceleration due to gravity, 

SQ = bed slope of the flow plane, 

S, = friction slope, 

x = distance down the plane, and 

t = time. 

... (2) 

For hillside slopes it is often adequate to approxi
mate the momentum equation, Equation (2) , by 
ignoring the inertia terms, the lateral inflow term and 
the depth gradient term . This can be justified by an 
order of magnitude analysis of the different terms. The 
momentum equation then reduces to a statement that 
the friction slope is equal to the bed slope whit:h 
implies that, 

q= a.hm 

where for laminar flow a. gSa m = 3 
3v ' 

f 
ylSo-

and or turbulent flow a. = -- m = 5/3 n ' 

... (3) 

v is the kinematic viscosity and '11' is Manning's rough
ness coefficient (8) (9). 

When Equation (3) is substituted into Equation (I) 
this becomes the familiar kinematic wave Equation (l0) . 

Numerical solutions for Equations (I) & (2) have 
been obtained by several investigators for flow over 
simple planes (11) (12) (13). For natural surfaces where 
the flow pattern is very complex and is more likely to 
be composed of a system of rivulet and vein flows in the 
root zone, rather than be in the form of sheet flow, 
Horton's experiments indicate that m = 2, (14). In the 
present study overland flow, when encountered, is 

d I d · · . 2 d V So mo e Ie In stnp catchments usmg m = an C(= --
n 

in Equation (3), with x becoming the distance along the 
curvilinear axis of the strip, and h becoming the average 
depth of flow. 

Throughflow 

The overland flow theory seemS to fail in most 
humid forested areas where tbe infiltration rates are 

u ually in excess of the normal rainfall rate. Although 
the exact mechanism which causes flow in such areas is 
not completely understood , it can be thought of as a 
combination of saturated and unsaturated ub-surface 
flow in the upper zones, the relative importance of the 
two types depending upon the type of soi l. The 
experiments of Whipkey and Weyman (16) (16), have 
revealed that in these area the sub-surface flow within 
the laycrs of oils immediately bel ow the ground surface 
is the major component of st reamflow. This slow 
saturated sub-surface flow is known as throughflow. 

For the present study, the saturated phase is the 
appropriate model but tht: unsaturated phase may be 
significant for other types of soils. 

The propo ed constitutive equation" given below, 
arc the contmuity equation and a difTusion equation, 
implying that throughflow i a diffu ive process (17) : 

where, 

aq +S'Oh = Q' 
aX 01 

ocp 
q = -Kh ax 

It = depth of saturated region , 

... ( 4) 

... (5) 

S = porosity of soil or saturated volumetric so il 
moisture content, 

K = hydraulic conductivity of the soi l in the direction 
of a strip, 

cp = total potential (h+z), 
z = gravitational potential, and 

Q' = recharge rate per unit area due to rainfall. 

. oh oz h .. acp 
In practIce - ~ and I e apprOXimatIOn - ",-ax ox uX 

So may be made. 

Streamflow 

The streams in hillside catchments are quite o ften 
not well defined waterways. Therefore, the same equa
lions that govern overland flow may be as~umed to 
govern the streamflow. Thi ~ assumption is not valid 
for channel reat:hes of very mild slopes such as cstuafH:S 
or for very steep hill side ~treams .. AI ~ ad~<Jntage in 
using the kinematic wave apprOXimatIOn I ~ thut the 
solution scheme docs not require a downstream boun
dary condition. 1 he channel reaches, in addition to 
local precipitation, receive lateral inflow from overland 
slopes either as surface or sub-surfat:e flow. 

Method of Solution 

For overland flow on a strip t:a tchmcnt , Figure 2, 
Equations (I) & (3) may be cumbined to obtain, 

_E..[WVSo h2J+ wah = Qw ... (6) ox It at 
Similarly for throughflow Equations (-I) & (5) may 
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be combined to obtain, 

o 3h, 
- (KSo wh)+Sw r = Q w ... (7) ox ut 

In Equations (6) & (7) 'w' indicates the width of a 
strip at any point, and is included to account for varia
tions in width along a strip catchment. 

The application of the finite element method of. 
solution of differential equations which describe field 
phenomena, such as Equations (6) & (7), results in the 
determination of values of the soluti on at points around 
the boundary of the individual elements of the assembly. 
The complete solution is determined by the interpolation 
between these points so that the accuracy of solution is 
related to the density of the elements. The method is 
similar to the finite difference method, but it is easier to 
use in that the shape of the elements is more flexib le and, 
therefore, it is more adaptable to fields with complex 
geometries. J n both meth ds the solution is obtained 
by solving a matrix equation for the unknown variables. 
]n the case of con titutive equations containing time as 
an independent variable it is possible to solve the space 
domain by the finite element method and the time 
domain by the finite differcnce method. 

For the solution in using linear interpolation 
functions, the matrix equations are of the form, 

I HH I I h2 I + I HlJ I I hi hj I 

+ I D I i ~~ 1- I D I I Q I = 0 ... (8) 

for overland flow and, 

I H I lit I + I C I I ~~ 1- I D I I Q' I = 0 . .. (9) 

for throughflow. 

When combined with the solution in time the matrix 
Equations (8) & (9) become 

I A I I h I = I B I .. . (10) 

Initial conditions are assumed and the finite difference 
method outlined in the Appendix is used. 

The matrices I HI, I HH I , I H/J " I C I , 
I D I, r A I and I B I are defined in the Appendix. 

For overland flow the matrix I A I is a function of 
I II I and Equation (10) is non-linear. An iterative 

method based on the Newton-Rapbson technique is then 
used to obtain a solution. 

Once the values of h have been obtained these may 
be converted to values of flow using Equation (3) or (5) 
as appropriate. Thus for each time interval of the 
computation the flows throughout each strip catchment 
are determined in turn taking into account the fact tbat 
some of these flows contribute to the inflow of othc:r 
strips, such as those which model well defined drainage 
paths or streams. 

Application to Plynlimon Catchment 

The Plynlimoll Catchment 

Plynlimon is located in North Wales, Great Britain, 
between the approximate latitudes 52° 25' and 52° 28' N 
and the approximate longitudes 3° 36' and 3° 45' W. 
This is an experimental catchment set up by the Institute 
of Hydrology to identify hydrologica l differences between 
two adjacent upland catchments with different vegetative 
cover. The two adjacent ones are the headwaters of the 
River Wye which has a catchment area of 1,055 ha and 
the River Severn which has a catchment area of 870 ha. 
The Wye Catchment which will be used as an example in 
this study is mainly a peat covered catchment. A typical 
soil proftlt: consists of 10-1 5 cm of peat above 5-10 cm of 
clay/silt horizon overlying 50 em of loose, shaly mud
stone flakes which grade into the bedrock (18). The 
vaguely known prop:.: rlies of peat suggest that the main 
drainage process in this catchment is throughflow above 
the clay/silt interface, and this is assumed in this example. 
However, for higher rainfall intensities, a combination 
of ovcrland flow and saturated sub-surface flow may 
exisr. Unsaturated flow through different Jayers of soil 
is ignored for this study. 

Storm Hydrograph Simulation 

Due to lack of adequate physical data, model para
meters had to be estimated using available information 
from other sources eU) as guidelines. In view of the fact 
that the physical characteristics of the catchment are 
approximately uniformly distributed, all model para
metcrs were assumed to be uniform over the entire 
catchment. This method of modelling, however, readily 
accommodates non-uniform parameters when necessary. 
The following values were found to give rea onably good 
simu lated hydrographs, when compared with the recorded 
streamflow from three winter storms, Figures 3, 4 & 5 : 

Hydraulic Conductivity (K) 0.1 m/sec 

Porosity (saturated volumetric soil moisturc 
content, S) 0.75 
Mannings 'n' 2.02 

The hydraulic conductivity may appear to be quite 
high when compared with that for an ordinary soil. But 
in Plynlimon, the presence of a network of sub-surface 
soil pipe formation may explain this rather high value. 
Although these values have not been experimentally 
verified, they seem to fall within the ranges of values 
quoted by others (19) (20), for imilarJy textured surfaces. 

Measured values of storm losses such as interception, 
depression storage-; evaporation, and deep percol~tion 
were not available for this study. 1 herefure, an estJma
tion of losses based upon a short-term water budget 
analysis was used for determining the amount of 
precipitation producing direct runoff, and this was found 
to be about 25 percent of the recorded precipitation. A 
time span equal to twice the duration of the storm was 



u ... 
on 

"" ...... 
E 

2·8 

2·4 

2·0 

A DISTRIBUTBD AND DETERMINISTIC CATCHMENT MODEL USI NG FINIH ELEMENTS 

I 
I 
I 
I 
I 

/ ,-

I 
I 

/ 
/ 

\ 
\ 
\ 

... 1·6 ... 
o 
c 
::> 
0: 

u .. ., 
"' .... 
E 

1·2 

/ 

( 
I 

0 ·4 / 
- .-" 

_/ 

........... , 

Observed 

"', --f... Tributory computed 

.... 
.......... 

..... -- --_ 
O~ ______ ~ ______ L_ ______ ~ ______ ~ 

o 5 10 15 20 
Time in hours 

25 30 

FIGURE 3 Flood hydrographs for the storm on 22 November 197] . 

1 ·2~----------------------------------------------------------------~ 

1·0 

o·s 

/ 
_/ 

I 
/ 

, , 
I , 

I 

I 
I 

, 
I 

I 

..... 
',, (~omputcd 

..... ........ 
' ..... --_ 

... 0 ·6 ---... o 
c 
::> 
0: 

0 '4 
..LIf" ibutory computod _- -, .......... , 

/ .............. 

--------------/' -------------0 ·2 

0~----~----~---~~-~~~~~----~----~~----4_----~ o 5 10 15 20 25 30 35 40 50 

Time in hours 

FIGURE 4 Flood bydrograpbs for the storm on 2S November 1971 . 

121 



122 WHITe AND 'AYAWARDBNA 

(J ., ., 
~ 
E 

.... 
'-
0 

2:4 

2.0 

1·6 

,·2 

, , ,. 

, , , 
\ 

\ 
\ 

\ 
\ 

\ 
\ 

, 
\ 

\ 
\ 

\ 
\ 

\ , , 
" 

c: 
:I 
cr 

' .... _ .. _ -
- _-, , <Computeo 

0 ·8 
Observed 

.... - _ - -_-_----- -.........._I ------- -

Time in hours 
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found to be reasonable for the Short-term water budget 
analysis, because, Dlost of the winter storm flows reach a 
steady state during this time. Baseflow, which is the 
contribution from ground water was assumed to be 
constant during this span which at the mo 1 was about 
3 days. As indicated before, the most valuable potential 
of a distributed model is its capability to simulate the 
internal behaviour of the catchment. This method can 
simulate the t10w at any point in the catchment with nO 
additi~nal effort ? r re. ource. Although at this stage, 
there IS no venficatloll for the internal results. due to 
lack of recorded information, the contribution from a 
sub-catchment of 3 I l'! ha in area, which drains through 
a tributary of the Wye is indicated in Figures 3, 4 & 5. 

For these examples the catchment area of 1,055 ha 
was sub-divided into 40 strip catchments and 350 
elements, that is an average of 3 ha per element or 7'4 
acres per element. The computation was carried out 
on a CDC 7600 computer which took 17 seconds of 
computing time to process a 45 hour storm and a 
further 5 seconds to plot the results on a microfilm 
piotter. Thus computing time for a catchment of this 
size with an element density of 3 ha per element is about 
0'5 seconds per hour of storm. The time interval in 
the calculation was 15 minutes. 

Conclusion 

The design of a distributed catchment model by a 
method of assembling strip catchments has been demon
strated to work successfully as an input-output model 
for three storms on a particular catchm~nt, even thougn 
the mechanism of flow and the characteristic parameters 
of the catchment have been greatly sim plified . Although 
this is not sufficient evidence to make any great claims 
for its immediate usefulness, the foundations have been 
laid for the development of the model to simulate 
catchment storage effects and ground water flow as well 
as surface flow. If further tests confirm the general 
application of this approach, then the potential exists 
for the model to simulate sediment transport and water 
borne pollution processes within catchments, as well 
as the simulation of the effects of Changes in land 
use and of the introduction of water resources systems 
on the catchment hydrology. 
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APPENDIX 

The Finite Element Method 

Finite Element Method is a numerical technique 
used for solving partial differential equations. The 
theory. applications and limitations are well documented 
elsewhere(21) (22) and, therefore, no attempt is made to 
elaborate on the method in this paper. However, some 
points relevant to this work are briefly outlined in the 
following paragraph. 

Basically, there are two approaches to the problem 
of formulating a scheme for a discrete solution of a field 
problem defined over a continuum namely, the varia
tional method and the method of weigh ted residuals. 
The latter is adopted for this study since the former has 
some mathematical limitations to the types of equations 
that can be solved. Galerkin's method, which is used 
below is a special case of the method of weighted 
residuals where the 'interpolation functions' are made 
equal to the 'weighting functions'. A local co-ordinate 

system is required for the implementation of the techni
que and it is best to use the Natural Co-ordinate System, 
which permits the specification of a point within an 
element by a set of dimensionless number Whose 
magnitude never exceed unity. This system is shown 
below : 

nodei node} node i node} 

l-c!---I -:-\ 
2=-1 Z=o l =+ l 

Global Co-ordinate System Local Co-ordinate System 

With this system, for a one-dimensional element with 
linear functional variation, the i nterpolatioD functions 
N, and NJ can be shown to be 

N, = ,(l- n 
~ = i(l+ l) 
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Where, is the local co-ord ioate given by 

{ ( x- XliX} ) 
and L is the length of the elemcnt, 

Overland Flow 

Applying Galerkin 's method to Equation (6) the 
following pair of equations can be obtained: 

rl ~+ I - +w - W I X= I [ '11 ,\'" (2l ?- 11 /2 ?W) (lh Q ] N d 0 
n OX Ilx 'N 

e 

211 -, - +h2 - +w - Qw N, c1x = 0 f [v So ( olz 0 W ) () h ] 
11 (Ix oX at 

<' 

the integration is being carried out over the element 
between points i and j in the strip catchment. 

With some mathematical manipulation it is possible 
to show that the above two equations are equivalent to 
the following matrix equation 

I v So r 9l1'i+Wj, w;+3w; ] [ hi2 
] 

12 n I_ -3~\'I-wjo - w,+9wj hi 

I VSo[ wl+WjJ [hi II; ] 
+ -6 - n- - Wi- 11'j hi hj 

-,; r'~,~:: ::::J [:] = 0 ... (JI) 

This is of the form 

I HH I I 112 I + I H/J I I /". h, I + I D I 
I 'Ohlo1 I - I D I I Q I = 0 ... (12) 

Throughflow 

On the same basis, Equation (7) can be written as : 

I [KS.( h ;; +11' ~: )+sw ~~1 - Q'W] Ni dx = 0 

e 

f [ ( Ow oh ) oh 'J KSo h ox + W ax + SW a t - Q W Ni dx = ) 

e 

which can be simplified to the following matrix 
equation : 

KSo [ - 4WI+W], wl+2wj ] [hi] 
6 -2wl- w), - wi+4wj hj 

SL [ 3wl+ Wj , ]\11+ Wj ] [ 'O hl/ot ] 
+ -12 W/ + Wj, wi+3w, ahj!ot 

- L_ [ 3w,+ wj, Wi+Wj ] [QQji: ] = 0 
12 w/+ Wj, wl+3w, 

... (13) 

This is of the form 

loh I I H I I h I + I C I I aT I - I D I I Q' i =0 , .. (14) 

Solution in Time Domain 

Initial conditions are assumed and a finite difference 
scheme based upon the following approximation is used 
to march the solution forward in time: 

I hi" - I hi" + [ I ;~ [,< I i~ t ] 6 T 

, .. (15) 

the suffixes denote times ] and 2. 

With this approximation Substituted in Equation (12), 
for overland flow, the following matrix equation can be 
obtained: 

I HH I I 112 I ,~ + I HfJ I I h, hj I I~ + 2 ~~ I I h I 12 

+ I HH I I h~ I 'J + I Hlf I I hi hj I '1 

- 2 ~~ I I h I 'I - I D I [ I Q I '1 + I Q ! '2 J=o 
... (16) 

which could be further factorjsed to obtain the final 
matrix equation which is of the farm 

I A I I It I '2 -1- I B I = 0 , .. (17) 

Similarly, for throughflow the resulting equation is of 
the form 

IAllhl+IBI=O ... (18) 

These element matrices arc then assembled to obtain 
the global matrix for the strip before the solution is 
carried out. In the case of overland flow, I A I contains 
the unknown I hi, ,thereby making it nOD-linear. 

2 



An Approach to Flood Stage Forecasting 

S. CHANDBR G. JAGMOHAN DAS 

Professor Lecturer 

Civil ngineering Department Civil nginecring Department 

Indian In ~ titute of Technology, New Delhi (India) Nagarjunasagar College of Ilgincering Hyderll b,ld (I nOI<l) 

Introduction 

S. C. PADHI 
Senior Research Scholar 

Civil Engineering Department, Indian Institule of Technology, New Delhi (India) . 

YNQPSlS 

A model 0/ a linear channel alld a linear /'e,\'(',, 'oir in series has b£'(,11 adupt('d 
/or predicting flood staKe hydrowaphs at a downstream section of II river reach 
knowing the .flood stag{' hydrographs at an upstream section. TIl(' technique dCI'eloped 
reqUires th e use of 0111)' stage data. The method is designed to suit conditions obtailling 
in India, wMre discharge data on 1II0st 0/ th(' riper sections are not normally al'ailable. 

The 11/ethod utilises t/ze Muskingum equation for fOliting the flood through the ril'er 
reach. A,'proximafing the unknowlI stage-discharge cU/'I'es of the upstream and dowllstream 
sections 0/ the river reach to a series of straight lines, it flas be'cn found possible to jiJr
mulate a set of algebraic equations relating the gauges at the IIpstream alld downstrealll 
sect ions. Multiple regression technique has been used for estimating the parametcrs which 
are functiolls (~l the unknown slope ratios of the stage-discharge curves and coeffiCients 
0/ the Musk ingum rout ing equation. The set of algebraic equations with th(' estimated 
parameters has been used for predict iOI1 purposes. 

A 195 km reach of the River Yamuna betw(,en Kalanaur and Delhi hridges has been 
chosen for checkinf{ the validity of 'he analysis. The predicted and thc ob.l'efl'ed flood 
stages are compared and are found to be sat isfactor),. 

Conceptual models have been developed (I) for 
forecasting discharge hydrographs of the River Yamuna 
at Delhi. knowing the flood hydrographs at Kalanaur 
bridge, 195 km upstream of Delhi. These models consist 
of a linear reservoir and a linear channel in series . The 
linear reservoir in these models (1) has two sto rage
discharge relations one for ri sing or constant discharge 
portion of the Kalanaur bydrograph and the other for 
falling portion of the Kalanaur hydrograph. The storage 
is considered to be directly proportional to discharge at 
Delhi for the rising and for the constant discharge 
portion of the Kalanaur hydrograph and is given by the 

Muskingum equation for the falling portion of the 
Kalanauf hydrograph. This variable storage-discharge 
rel ation was found particularly lIseful in representing 
the long reach of the river and yielded hydrographs 
which are physically realizablc. Howcver, this method 
cannot bc used on ri vers where discharge hydrogruph s 
are not available at upstream reaches, owing to the 
difficultie, administrative and financial, at the Lime of 
high floods, This necessitates further research in 
developing methods which use only the stage data. 

Tn the pre ent paper, an attempt has been made in 
this direction and the proposed method has been used to 
predict the stage hydrographs at Delhi usi ng the stage 
data at Ka)anaur Bridge. 
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The Model 

A linear reservoir attenuates the peak of an inflow 
hydrograph and a linear channel translates the inflow 
hydrograph In time, which are representative of the 
physical action performed by the catchment. Hence, a 
model of a linear reservoir connected in series with a 
linear channel is selected in this study. 

A linear channel is defined by the delay time or the 
time of travel, T, of the flood wave, and is approximately 
determined with the help of the time to peaks of some 
flood events at the upstream and the downstream stations 
of a river reach . 

A linear reservoir is defined by its storage-discharge 
relation. For this purpose, the Muskingu m Equation (I) 
has been considered: 

S = K[x . l+(I-x). QJ ... (1) 

where, 

S = channel storage in the reach, 

I = inflow discharge entering at the upstream 
station, 

Q = outflow discharge leaving at the downstream 
station, 

x = a coefficient expressing the relative influence 
of discharge at the upstream and downstream 
stations on the variation in the channel 
storage, and 

K = a parameter with units of time. 

The continuity equation can be written in the finite 
difference form as shown below: 

('1+12) (Q,+Q2) (S2- S1) 
- 2- - 2 = /).t . ... (2) 

where. the subscripts I and 2 denote the values of I, Q 
and S at the beginning and end of the time interval, 
6, t. 

Inserting the values of S from Equation (1) in 
Equation (2) : 

Q2 = C1Ql + Call +CS / 2 

where , 

C _ K- K .x-O.5 I':, t 
I _ K- K. x+O.5/).t 

C _ K . x + O.5 6 t 
2 - K- K.x+ U.5 6, t 

C _ -K.x + 0.5 6 1 
II - K- K.x + 0.5/).1 

and C1 + C, + Ca = 1 

... (3) 

.. . (4) 

... (5) 

... (6) 

... (7} 

Equation (3) can be written as : 

Q2 = C1Ql + C2T1 + Calz 

Qa = C1Q2 + C,I! + C3Ts 

Q, = C1Qa + C2 Is + Ca'. 

Qn = C1 Qn-l + C2 1"- 1 + C3 I" 

... (8) 

Taking the difference of the successive discharges, 
the following set of equations are obtained: 

(Qa- Q2) = C1(Q2- Ql) + Ca(12- Il) i" Cs (la-Is) 
...(9) 

(Q,- Qa) = C1(Qs-Qa) + C~(ls-12) + Cs(l, - l s) 

QII-Qn-l = C1(Qn-l-Qn-2) + C2(ln-I-In-2)+ 
Cs (/,,-1"-1) 

A general stage-discharge curve, as shown in Figure I, 
may be assumed for each of the two stations. These 
curves are used only to derive the final set of equations 
and are divided into (say) three linear ranges as shown 
in Figure 1. Let the slopes of the 3 linear ranges be 
deo?ted by 1/ UI , llU~ and 11 Us for the upstream 
station, and IIDI , I/D2 and liDs for the downstream 
station. Let G1, Ga, Ga and G, .... refer to the stages of 
the downstream hydrograph and HI , Ha, Ha .... refer 
to tbe stages of the upstream hydrograph and the 
corresponding linear ranges of the stage-discharge 
curveS in which these stages lie be as indicated in 
Table I. 

TABLE J 

Range of stages 

Downstream Section G1, G2 ; G" G~; ... 

Downstream Section G2 , Gs, G,; 

The linear range in 
which they lie 

One 

Two 

Upstream Section HI' H2, Ha;H5, Ho; · .. One 

Upstream Section Hs. H, ; Two 

The following relations can be established using the 
definition of slope and the information contained in 
Table I : 

IIDI = (G2 - G1)/(Q2-Ql) 

11 D2 = (Ga- G,)/(Qa-Q2) 

lIDs = (G.- G3)/(Q,-Qa) 

and I/U1 = (H,-HI)/(12- 11) 

1/U1 = (Hs- H,)/(l8-1,) 
I/U2 = (H.- H 3)/(I.-13) 

For different discharges of the downstream station, Substituting these relations in Equation (9) the following 
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FIGURE t : Assumed stngc-discbarge curves and their conversion into 3 linear parts. 

set of equations are obtained: 

(GS-G2) = C1(D1/D2) (G2-G1) + C2(Ul/D~) (H2- H 1) 

+ C 1(U1/D2) (1f3-H2) 

(G,-Gs) = C1(D2/D2) (GS- G1) + C2(U1ID2) (H3- H 2 ) 

+C3(U2/D2) (H4-Ha) ... (10) 

The set of Equations (10) can be written in a 
general form as : 

where, 

(Gi+2- Gi+l) - C D«(;;+I' Oi) (Gi+l-Gi) 
- 1 D(01+2,Oi+l) 

+ C U(Tfi+l' HI) (H H) 
2 D( ) ;-1-1- 1 

Oi+2,01+1 

+ 
... ( II) 

GI = if" gauge reading at downstream section ; 

HI = if" gauge reading at upstream section; 

U(Hi+I' m) = reciprocal of the slope of the stage
discharge curve at the upstream section 
between the gauges , HI+1 and H I, and 

D(01+2' Oi+l) = reciprocal of the slope of the stage
discharge curve at the downstream 
section between the gauges, Gi ~3 and 
GI+l' 

In the above set of equations, the first parameter, viz., 

C D(GI 10 01) 
1 D(GI+2,GI+1) 

is assumed to be equal to C1 in this study, as the slope 
ratio is nearly one. The number of parameters in the 
above set of Equations (I I) will depend upon the 
number of linear ranges of the stage-discharge curves in 

which the observed gauges lie. With two linear ranges 
of the stage-discharge curves at each of the two stations 
a.s indicated in Table T, the maximum number of para
meters in the set of Equations (11) would be 9; they 
are: 

C ( U". C Ultl I 2 
I, [ C2 . Dn' n· DII ' m = , 2), 11 = I . J 

Similarly, it can be shown that with three lin ear ranges, 
the maximum number of paramders will he 19 ; with 
one linear range, they will be 3, and with N-linear 
ranges, they will be (2N2 + I). 
Estimation of Parameters 

To achieve computational efficiency and to facilitate 
understanding of the method, let the stage-discharge 
curves at each of the stations be approximated to a 
si ngle linear range, so that the number of unknown 
parameters reduce to three in the set of Equations (II) . 
They are C1 or x), C2• VI/D) or X 2• and C3• UJDJ or Xs. 

Let the difference of gauges such as (Cil+l- Gf) be 
represented as g, and (HI+l - HI) as h, . The sct of 
Equations (II) now become: 

g2 = glx1 + h1xz 1- hZX3 

ga = g2Xt + h2x2 + haxa 

g4 = gax l + hax~ + h.xa 

gb = g,xJ + "4X2 + hbX3 

... (12) 

It is seen tbat each of the values on the L.H.S. 
of the set of Equations (12), requires the calculation of 
the previous step. This reduces the time of forecast 
considerably. To increase this time, the differences g2' 
gs ...... on the R .H.S. of set of Equation~ (12) are 
eliminated by substituting their values in terms of gl 
and the set of Equations (12) are rewritten as under : 

g2 = glX1 + h1x 2 +h2X a 

ga = X1(g1X1 + h1X2 +h2Xa) + hZx 2 + haxa 

= g1X 1
2 + h1x1X 2 + "2 X IX a + h2x2 +hsxa 
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Similarly, 

g. = glXI
3 + hlx1

1
X Z + h2x l'X3 + h,x1x, + hsxlxa 

+ haX2 +h4XS 
.. . (13) 

g& = glXt
4 + h1x1sXa + h2x13X3 + 1t 2xl2

X 2 + 
haX12xa + h3x1X 2 + h4x 1Xa + h.X2 + h6x a 

............. ...... ... ..... ... .. ......... .. .. .. ..... ......... ... .......... 
All the successive steps given in Equations (13) are 
added cumulatively with a view to eliminate the error, 
if any, in the starting value of the stage difference of 
the downstream hyurograph and also to minimise the 
cumulative errors between the observed and calculated 
values of differences in gauges at the end of each step 
at the time of estimation of the parameters. 

After rearranging the terms, the set of equations 
now takes the form Y = II X2 + B X3 as under ; 

gZ- glxl "'" (hI) x 2 + (1r 2)Xa 
.. . (14) 

(K2 + ga)- gl(Xl + Xl i ) = (hlXl + hi + hZ)X2 + 
(h2Xl + h ~ + ha)xa 

Examining the above equations, it may be noted 
that these are no n-linear in Xl' By choosing a suitable 
value for X I ' they become linear and the number of 
parameters are reduced to two. 

For 1/ gauge readings at each of the stations, the 
number of Equations ( 14) would be (11-2). But the 
number of praametcrs are only 2 . The equations are 
thus over-determined and are so lved for X2 and Xa. 
using multiple reg ression ana lysis. 

Case tudy 

A 195 km reach of the River Yamuna between 
Kalanaur and Delhi bridges has been chosen for testing 
the va lidity of the above mentIOned analysis. Five flood 
events listed in Table fI h ave bel!n a nalysed. 

The Kalanaur flood gauges were shifted forward by 
time 'T' given in column 6 of Table II and a set 
of Equations (14) were formulated for each flood. The 
value of the parameter X I in these equations has been 
fixed at 0.65 for the riSing or constant gauge portion 
and 0.7 for tbe falling gauge portion of the Kalanaur 
hydrograph on the basis of previous studies (1)l2). 

The regres, ion coefficients X2 and Xa in Eq uations ( 14) 
are estimated using multiple regression technique. The 
total and p artial correlation coefficients, standard errors 
and confidence limits of the regressi on coefficients are 
tabulated in Table Ill. 

All the floods at Delhi listed in Table L[ are predicted 
using the values of parameters x 2 and xa in the set of 
Equations (13) . The ob erved and predicted values of 
the peak gauges are shown in Table 1 V. The predicted 
gauge bydrograpbs of two typical floods have been 
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FIGURE 3 : Gauge hydrograph at Delhi (August 1971) . 

compared with the observed hydrographs in Figures 2 
and 3. 

Comments 

The analysis described herein uses the difference in 
gauges in formulating the equations connecting upstream 
and downstream gauge hydrographs. These equations 
do not change as long as the shape of the stage-discharge 
curves do not change appreciably. Under these con
ditions any change in bed because of silting or scouring 
will not effect the model. 

The gauge discharge curves at Delhi and Kalanaur 
have been approximated by a single line . This is a gross 
approximation and has produced wide variations in the 
observed and predicted peaks. However, it may be noted 
that one of the lowest and the highest peak: (Table IV) 
have been predicted well. These facts and the random 
variations in observed and predicted peak gauges show 
that the model is valid and requires further study to 
reduce these variations. 

Equation (7) is a necessary condition for satisfying 
tho continuity equation. This condition superimposes 
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TABLE n 

Particulars of floods used in the analysis. 

Year Date of flood Peak Peak Value of 
of at Delhi gauge gauge the para· 

flood observed observed meter'T' 
at Delhi at Kala. of the 

(m) naur (m) linear 
channel 
(hr) 

2 3 4 5 6 

1970 4 August 0.30 204.7 266.6 42 
a.m. to 10 
August 6.30 
p.m . 

]911 7 August 12.30 206.29 267.31 54 
p .m. to 13 
August 6.30 
p.m. 

1971 7 July 6.30 p.m. 204.4 266.49 24 
to 12 July 12.30 
p.m. 

1972 15 September 204.96 266 .84 30 
6.30 p.m. to 
25 September 
6.30 p .m. 

1974 4 August 0.30 205.15 267.1 42 
a.m. to 10 
August 6.30 
p.m. 

TABLE m 
Some of the statistical properties of the model . 

Properties Values 

Value of the regression cOefficient Xi 0.4955 

Value of the regression coefficient Xu 0.0463 

Standard error of x2 0'05701 

Standard error of xa 0.05806 

95 percent coofidence limits for x2 0.4955 ±0'11287 

95 percent confidence limits for Xa 0.0463 ±O' t t 495 

Total correlation coefficient 0.837 

partial correlation coefficients 
between x2 and y 0 .7923 

between xa and Y 0.7623 

Standard deviation in y 0 .3535 

Total No. of regression equations 170 

a constraint on the sum of the parameters XII aud xa : 
Since C1+C2+Ca = 1 ... (7) 

Ca' U1/Dl + Ca · Ul/Dl = (I -Cl ) UI /D l . • . (15) 

or '2 +Xa = (1-C1) U1/D1 . .. (16) 

The R.H.S. of Equation (16) has been assumed to 
be constant in tbis study; therefore, the sum of the 
parameters must be maintained in predicting the hydro
graphs. For this reason, the extreme values of the 
parameters as determined for the 95 percent confidence 
range have not been used for prediction purposes as the 
SUID of parameters will not be maintained j 0 these case . 

Flood No . 
from 

Table 11 

2 

3 

4 

5 

TABLE JV 

omparison of peak gRuge . 

Observed peak 
gauge al Delhi 

(m) 

204.70 

206.29 

204.40 

204.96 

205.1 5 

Predicted peak 
gauge at Delhi 
usi ng thc model 

(01) 

204.53 

206.23 

204.79 

204.65 

205 .60 

Differencc bet. 
ween the 
observed tlnd 
predi ted peak 
gauge 

- 0.17 

- 0 .06 

-t 0.39 

- 0 .31 

+0. 45 

The parameter 'r' plays an important role in estima
ting the regression coefficients. A little variation in 'T' 
results in change in the values of these coefficients 
though the sum of the parameters is more or less 
maintained, Sometimes the value of the parameter X2 

turns out to be negative which is in contradiction with 
Equation (5) . In order to avoid this contradiction, the 
Delhi gauge hydrograph was shifted by 'T' hours such 
that the rising limb of the hydrograph coincides with the 
rising limb of Kalanaur hydrograph . This reduces the 
time of forecast to 24 hours for a flood with the peak 
gauge of 204'40 and 54 hours for a flood with peak 
gauge of 206'29. The higher value of ' T' has been 
obtained for the highest flood, as the river is in spate 
at the time and spills on to flood plain , thereby reducing 
the mean velocity of travel of the flood wave resulting in 
increased value of ' T'. 

The rising and falling limbs of the observed and 
predicted hydrographs in Figure 2 show a reasonably 
good correspondence. The same model has been used 
to predict one of the highest recorded floods of 1971 . 
The observed and computed hydrograpbs have been 
shown in Figure 3. There is close correspondence 
between the observed and predicted gauges uptil the first 
peak. However, the second successive peak could not 
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be predicted. This is due to the fact that there was 
beavy rain io the intervening catchment, which has not 
been taken into account while formulating the model. 

Conclusions 

It is shown tbat a simple model of a linear channel 
in combination with a linear reservoir can be adapted 
for predicting flood stage bydrographs. It is seen that 
in spite of gross approximation of linear stage discharge 
curves both at Kalanaur and Delhi bridges, it has been 
possible to predict reasonably some of the floods. The 
model is promising and needs further study to reduce 

the effect of approximations regarding the linearizing of 
the stage-discharge curveS in the case study. 
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SYNO PSI 

A procedure for flood routing through a nOll-lineal' reservoir is presented ill thi.\' paper. 
The procedure enables the extensioll of the applicability of the principle of superposition 
to non-linear reservoirs also. A new concept of linearised input has been introduced. J( 
has been shown that the process of transformation of input into outflow by lion-linear 
reservoirs can be decomposed into two elements with memory, a non-lineal' lag-one' 
element and a linear time-lag elemellt. The method i.l' showl! (0 be simpler tlian , but as 
accurate as, the fourth order Runge-Kutta method of numerical integration . All 
illustrative example is given to demonstrate the use of the method depeloped. 

1. I ntroduction 

Flood forecasting is one of the most important 
aspects in reservoir planning and management. It 
involves the prediction of the flood hydrograph at a 
section on the stream from the known flood hydrograph 
at an upstream section. The theoretical analysis of 
the movement of flood waves through a reservoir or a 
river reach is q uite complex and involves the solution 
of continuity and dynamic equations under ill-defined 
system characteristics. However, for practical applica
tions, procedures based on simplified assumptions have 
been developed. These are referred to as flood routing 
procedures. 

The routing procedures are based on the relationshi p 
between discharge and storage. Two methods are 
available for evolving this relationship. One is to arrive 
at the relationship knowing the stage-discharge curve 
and the volume of storage at different levels from 
detailed topographic surveys. The other is to USe the 
reco rds of the past floods and deduce the relationship; 

this relationship is utilised assuming that it will not 
change substantially in time a nd will be valid for future 
flood events also. 

If the storage-discharge relationship is linear, the con
vol~tion operation involving lagging and summing the 
UOIt Hydrograph ordinate multiplied by the associated 
inflow volumes and the method of routing the inflow 
~ydr<?graph through the reservoir a re mathematica lly 
Identical (Overton, 1970) as the principle of superposi
tion is valid. A procedure following a quasi-linear 
approach for flood routing through a non-linear reser
voir is attempted here so as to enable the extension of 
the applicability of the principle of superposition to 
non-linear reservoirs also. 

Rao (1975), while modelling the non-linear behaviour 
of drainage basins, h as shown that the response of 
drainage bas ins to rainfa ll inputs can be simulated by a 
network of non-linear reservoirs with appropriate para
meters and observed that tbe important properties of 
the outflow hydrographs, viz., lag, peak and weighted 
mean discharge, can be predicted through a single non-

131 
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linear reservoir which has the same recession para
meters as for the basin. Thus, this procedure for flood 
routing through single non-linear reservoir would be 
useful in the application to the natural drainage basins 
also. 

2. Functional Relationship of a Reservoir 

Consider a reservoir of constant area, A, with a 
rectangular spillway. Then, one has: 

Discharge over the spillway, Q = iCdv2g. L. h3/2 

... (1) 

and the storage in the reservo ir, S = A.1t ... (2) 

where, L = effective length of spillway; It is the head 
causing flow; Cd is coefficient of discharge; and g is the 
gravitational acceleration. 

Eliminating II from Equations (I) & (2), 

s= __ A _ 2/3 Q2/3 ... (3) 
(iCdY2g. L) 

Thus, the storage-discharge relation can be written in 
the (arm: 

... (4) 

where, Band C are the parameters of the reservoir. B 
is a function of the type of spillway and C is a function 
of the area of the reservoir, type of spillway, length or 
area of spillway and B. The rcservoir is termed as non
linear if the Equation (4) is non-linear. 

3. Differential Equation for a Reservoir 

A non-linear reservoir of storage-discharge relation
ship given by Equation (4) is chosen. The continuity 
equation of the reservoir is : 

I - Q = dS 
dt 

.. . (5) 

Differentiating Equation (4) and substituting the value 
of dS/dt in Equation (5), the differential equation for 
the reservoir will be : 

CBQB- l dQ = I-Q 
dt 

... (6) 

To find the equation for output, Q, Equation (6) is to 
be solved. 

3.1 Operational Approach 

For instantaneous input of volume, V, it can be 
shown that the outflow, Qt, at any time, t , is given by : 

Q B- 1 _ Q B- 1 + J- B 7 
t - 0 CB t ... ( ) 

where, Qo is the outflow at time, t = 0 and is given by : 
Qo = (V/C)l/B 

For any input, other than instantaneous input, solution 
of Equation (6) cannot be accomplished for all values 

of B and variations in input. This difficulty is overcome 
by solving Equation (6) over a time in which the input 
can be considered as constant. Assuming 1 to be cons
tant over a time period and separating the variables, 
Equation (6) gives: 

B (Q/l)B-l. dQ= 
T' l-Q/I 

dt /1 - B + constant 
C· 

... (8) 

The solution of Equation (8) is obtained by expanding 
(l - Q/I)-l by Binomial series for different initial 
conditions. The solution obtained is so complex that 
application to practical problems is cumbersome requir
ing the use of specially prepared tables (Chander. 1965, 
1970). Alternatively, the differential Equation (6) has 
to be solved by the use of numerical integration methods 
(e.g., Runge-Kutta method) on digital computers. 

This approach, which involves the solution of 
differential or integro-differential equations describing 
the mechanisms involved in the system's operation, is 
termed as "operational" approach. 

3.2 Functional Approach 

An alternative approach is to represent a system by 
functionals ; the typical example is the convolution 
integral : 

I 

Qt = J HN . J(I_T) . d'f ... (9) 
o 

The functional approach has the advantage over the 
operational approach in that, in some cases, it is possible 
to determine the system response function, H(T)' without 
the fore-knowledge of the inner mechanism of the system. 

The convolution integral is capable of representing, 
under the frame-work of functional approach, a linear 
system only. In the case of non-linear systems, the 
functional approach involves the representation of the 
systems by the summation of a first term identical to the 
convolution integral and series of similar terms, which 
are multi-dimensional generalisations of the convolution 
integral, forming a functional series: 

I 

QI = J Hl(l-Tl) ' l(t-Tl) . dTJ 

o 
t I 

+ J J H2lTl ' T2) . I(t-Tl)' J(t-T2)·d'fl.d'f2 

o 0 

t 

+ I ... I Hn(Tl ' .... , Tn) . IU- T1)" J (t-Tn) 

U 0 
. d'f l .. thn ... (10) 

This functional series can be viewed (Amorocho, 1969) 
as a conceptual model of a number of reservoirs in 
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parallel, aU receiving the same input and producing 
independent outputs (Figure I). The output from the 
first reservoir is obtained by the conVolution of the input 
fUnction with a fixed kernel function. The output from 
the second reservoir is obtained by a convolution integral 
containing the input and a variable kernel function 
which is obtained by the convolution of the input and 
some fixed kernel function. Similarly, the outputs from 
other reservoirs are obtained and the final output is the 
sum of all outputs from the reservoirs in parallel. 

The determination of the non-linear responses in 
Equation (10) is far more complex than in the case with 
the linear systems. The method evolved for Don-linear 
systems in electronics require the selection of particular 
types of input functions and measurement of the corres
ponding outputs. Amorocho (1961, 1969) has attempted 
to model hydrologic systems for a chosen type of input 
functions. A more general model for hydrologic systems 
with arbitrary inputs was proposed by Jacoby (1962, 
1966). This model involves the decomposition of the 
system into two types of basic elements, viz., linear 
elements with memory and non-linear elements with no
memory. In mathematical terms, Jacoby's approxima
tion of a non-linear system is given by : 

where, 

1m denotes linear systems with memory of a 
special class, known as "Laguerre Systems", 
operating on the input 1'. 

b" I, m denotes the first-order no-memory systems 
into which the output of the Laguerre Systems 
is cascaded. 

1 (t I o (I I 

FIGURE 1 : Functional series represcDution of a DOD-linear 
system H (Amorocho, 1969). 

r is the order of the polynomial system. 

I, i, m & 11 are indices to denote each one of the element. 
of the combination. 

~ fio~ diagram representation of Equation (11) is given 
10 F1gure 2 for the case of the second order polynomial 
system. 

4. Linearised Input Concept 

The methods based on operational and functional 
approaches described above are complex. The numerical 
integration in the ca e of operational approach and the 
expansion into functional series in the fun tional 
approach are resorted to, as the principle of superposi
tion is not applicable in the ca~e of non-linear systems. 
The principle of superposition is simple for application 
to practical problem. and is always preferred. I n this 
study, an attempt has been made to extend the applica
tion of this principle even in the case of non-linear 
~ystems. . This has been accompli~hed by modifying the 
mput, I" m such a way that the output given by the 
convolution integral, Equation (9), matches with that 
given by the solution of differential Equation (6). 

When a non-linear reservoir of storage·discharge 
relationship givcn by Equation (4) is fed with an input 
of uniform intensity. J, for a period, T, it is assumed 
that the transformation of input into output by the non
linear reservoir can be resolved into two phases, viz. : 

Phase 1 : Input is modified as per the non-linear 
relationship: 

where, 

I J Im~ dt = (I/)l/b for 0 <; t ~ T 

o 

Iml = intensity of modified input at time, I ; 

V = total input volume = J.T; and 

b = a coefficient to be determined. 

Equation (12) can be re-written as 

t 

J Iml dt = V(l .t/l·n
11b = V(t/T)I/b 

o 

Differentiating, !I111 = :t [VCI/T)I /b] 

... ( 12) 

... (13) 

Phase 2 : The modified input, I"" , is transformed into 
output by linear process of convolution . 
Convolving the modified input with the 
instantaneous unit response, JUH, the output 
is determined as under : 

t 

QI = r Iml H(t-T) d .. 
o 
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I~ 
I LINEAR SYSTEM 
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I 
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t 
F'OLYNOMIAL 
SYSTEM 

~f- r _j 
LINEAR NONLINEAR 

SYSTEMS NO - MEMORY 
WITH MEMORY OF'ERATIONS 

FIGURE 2 : Complex cascade equivalence om second-order polynomial system (Jacoby, 1966). 

in which when t = T. the condition for convergence is : 

H = _!_[ I-B(t_ + CBQ 8-1)J1/(8 - 1) 
(I-or) V CO . 't' I _ 0 0 

from Equation (7) 

and Imt elf; = T~b d(TI /b) from Equation (13) 

Therefore, 
I 

f [ I - B ( CD 
Qt = CB t + l-ii 8 - 1 )J1/(8- 1) Qo -1' 

o 

which can be Simplified as : 

( 
t )l /b[ x (2-B)xZ 

] 
Qt = Qo T l - l+b +(l+b) (1+2b) - ... 

... (14) 

where, X = 9°-, ~ . -}; Qo = (/.T/C)t /B and 

O~t~T 

Equation (14) involves summation of infinite terms in 
the series, The series converges provided the ratio of 
the absolute values of (n+ 1)'/' term and the n,h term is 
less than 1. It can be shown that the series converges if: 

Qo . _!_ < 1-0
- . _p__/ 

J T 1-0 b 

Since the maximum value of ~o . ~ is equal to 90 

go_ < I _!!_ . _!!_ I 
I I-B b 

... (15) 

It can be seen that, when compared with Jacoby's 
method of decomposition (Figure 2), this approach 
consists of decomposition of the system into two 
elements with memory: 

(i) Non-linear Jag-one element; and 

(ii) Linear time-lag element. 

5. Estimation of b-Vaillc 

Value of b in Equations (12) and (14) is determined 
by mathematical experimentation. For various values 
of input intensity, 1, and duration, T. and for different 
values of 0 and C, Equation (6) is solved for Qt using 
fourth order Runge-Kutta method on digital computer . 
Knowing the output, Qt and IUH given by Equation (7), 
the modified input, Imt , is determined by matrix 
inversion method. A log-log plot of 

t f 

f Imt dt versus f l.dt 

o 0 

has shown a linear relationship, the slope of the line 
giving the value of b. The value of b is found to be 
equal to B for all practical purposes, provided the 
duration of input, T, is small such that: 

Qo < I B I 
1 1 B 

... (16) 
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The above condition is same as the condition for 
convergence of the series, Equation (15). 

Substituting (I.T/C)l /B for Qo and re-arranging, 

I ( B )8 B - l l T< C. I-B . 1 ... (17) 

6. Application 

The method can be cODveniently applied for short 
duration inputs, without appreciable error, in one step 
for computing output hydrographs. In the case of 
inputs of long duration, the output hydrographs are to 
be computed by considering the input in steps 
satisfying the condition given by Equation (16). To 
illustrate the accuracy of the method, typical results are 
presented in th is section. 

6.1 Input of Short DUration 

Input of 60 mm volume but of various temporal 
distributions for a duration of 2 hours is fed to a 
reservoir of area of 1,800 ha with B-value = 2/3 and 
C-value = 70,000 m sec2 {3 units. 

Average input rate, 1 = J ,800 x 10' x I ,~~o 
1 

X 2 x 3,600 = 150 m3
/sec 

It is seen that the condition given by Equation (17) 
is satisfied: 

'.' C ( 1 ~B)B ID- J 
= 70,000 ( ~j~ y/3 J(150)1 /3 

= 20,910 sec = 5.81 hrs 

which is greater than T = 2 hTs. 

The input distributions, their modified shapes as 
per Equation (12) are shown in Figure 3. The output 
hydrographs obtained by convolving themoddied inputs 
of 0.2 hour duration with 0.2 hour Unit Hydrograph, 
which is assumed to be same as IUH lagged by 0.1 
hour , are compared with those obtained by R unge
Kutta method. The output hydrographs obtained 
from both the methods for the same input di tributioo 
match extremely well (Figure 4). 

6.2 Inputs of Long Duration 

Consider a non-linear reservoir continuously fed 
with varying input. Divide the varying input into 
equal area step inputs, each of short duration, T. The 
duration, T, called the routing period , must be chosen 
sufficiently short, so that : 

(i) the condition given by Equation (17) is satisfied 
and also, 

(ii) the variation of input and output during the 
routing period can be assumed to be linear, 
without apprecjable error. 

Input 

,--- - Modified input 

FIGURE 3 : Input distributions lind their modified shnprs . 

Let, III 12 be the intensities of input 

Ql, Q2 be the rates of output, and 

SI' Sz be the storages 

where, the subscripts I and 2 denote the values at the 
beginning and end of the routing period , T. 

Average intensity of input, I , will be (11 + 12)/2. 
Considering SI as instantaneous input at the beginning 
of the period, total volume of input , V, will be equal to 
S1 + IT. Output ordinates for an in5tantaneous input of 
V can be computed utilising Equation (7) as under : 

U(O, 0) = (V/C)I /B ... (18) 

[ 
IJ- l ( I- B) '[' J' '(8- 1) 

U(O, T/2) = U(o. 0) + ~ '2 I 

... (19) 

U =[ U 8 - 1 + J- !!._T J'I /(D- I) 
(0, T) (0,0) Be .. . (20) 

For small values of T, it can be safely assumed that 

U(T, T) = U(O, T/2) 

Using the linearised input concept, the modified input 
as ratio of the total input during the routing period 
wiIl be: 

(i) (Sl/V)I !B instantaneous input at the beginning of 
the routing period 

(ii) l-(Sl/V)J /B step input of duration, T. 
The output ordinates are then given by the linear 
process of convolution: 

Ql = (Sl/V)l /B.U(O, O) 

= (SJC)I /B . .. (21) 
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FIGURE 4 : OutHow from a Don-linear reservoir for different inputs. 

Q2 = (SllV)tlB. U(O, T)+[l-(Sl/V)I /B] . U(T. 7) 

... (22) 

Storage, S2. at the end of the routing period, T, is given 
by : 

... (23) 

The storage, S~. is now taken as the initial storage, 
Sl and the computation is repeated for determining the 
next output ordinate. 

The use of the method is illustrated by an example. 

EXAMPLE: A lake having steep banks and surface 
area of 2 krn2 discharges into steep channel which is 
approximately rectangular in section, with a width of 
7.50 m. Initially, conditions are steady with a flow of 
30 mS/sec passing through the lake, then a freshet comes 
down the river feeding the lake, giving rise to the 
following inflow hydrograph : 

Time 0 3 6 9 12 15 )8 21 24 
(hrs) 

Inl10w 30.0 35.7 47.0 61.2 76.2 85.2 88.0 86.7 82.1 
(m3/sec) 

Time 27 30 33 36 39 42 4S 48 51 
(brs) 

Inflow 75.3 66.8 58 .3 49.8 42.2 35.7 31.4 30.0 3.00 
(ms/sec) 

The outflow hydrograpb is to be predicted. 

SOLUTION 

For a rectangular spillway of length, L and head 
causing flow, h, and the constant of discharge, 

i Cd \l2g = 3.09 ftl/s/sec = 1.7 ml/2/sec . 

Q = 1.7 L h3/2 = 12.75 h3 /2 mS/sec ... (i) 

For the lake of area (A) of 2 km2, the storage (S) is 
given by : 

S = All = 2.0 x l08 Xh rn3 ... (ii) 

Eliminating h from Equation (i) and (ii) 

S = 0.366 X 106 X Q2/3 rn3 ... (iii) 

Comparing with Equation (4), the lake parameters are 

C = 366,000 m sec2/3 

B = 2/3 

Initial storage, Sl' in the lake is given by 

Sl = 366,000 (30)2/3 

= 3.562 X 106 rn3 

Assuming that the average input rate, I = 60 m3/ ec 

Equation (16) stipulates that: 

(
Sl+I. Tmaz)I/B _!!_ I 

C < I-B' 

i.e., 3.562 X 106+ 60 X Tmax x 3600 
0.366 X 108 < (2 X 60)3/. 
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TABLE 1 

Routing through B DOD-linear reservoir. 

Average 

Inflow II> 
S torage 

S, +- IT 
(Icf' ,:,,3, 

U Outflow, 0t ( mJ Is I 
(O~ T / 2) ~------~-r--------~ 

Proposed Runge -Kutlc 

(J/sl (m
3
/ S I 

3 4 6 ., e 

32 ' 85 3 ' 8e8 0 ' 8663 30 08 

41 · 35 4 ·009 o 8377 3 1 42 33 ' 72 

54 ' 10 3 ' 898 4 · 258 0 · e014 34 ·24 36 83 

68 70 4 · 240 4 640 0 · 7700 38 · 7 2 41 76 

80 '60 4 ·653 5 ' II 0 o 7557 44 41 480e 

86 ' 60 5 ,065 5 ·588 o 7598 50 · 42 54 78 

87 · 35 5 ' 4 23 6009 o 7740 55 · 89 ~o 89 

84 35 5 ' 69 5 6 334 o 7922 60 · 21 65 ' 7 5 

78 · 70 5 · 867 6 ' 545 o 8117 6 3 ' 06 68 96 

71 ' 05 5 ' 935 o 8316 64 28 70 33 

62 55 5 908 & 610 o· 8507 63 ' 96 69 ' 97 

5 4 ·05 5 800 6 · 491 o 8682 62 · 34 68 ' 14 

46 ·00 5 ' 631 6 297 o 8640 59 ' 72 65 20 

5 418 6 .05 1 0 ·8976 56 ' 45 61 ' 5 2 

33 55 5 · 184 ~ 760 0 ' 907 5 52 90 

30 -70 4959 5 . 516 o 9112 49 50 

30 ' 00 4 ·760 5 2 83 o 9094 46 56 50 47 

30' 00 4 591 5 ·084 09059 44 09 4772 

30 ' 00 4 · 446 4 915 09028 42 02 45 42 

30 ' 00 4 '322 4 770 0 ' 8999 40 ' 27 43 48 

30 '00 4 · 216 4 646 o· 8972 38 · 79 41 84 

30'00 
~------4-------4--------+--------+-------+-------; 

4 · 124 4 · 540 0 · 8949 37 ' 53 40 45 

30' 00 4 ' 046 4 448 o 89 28 36 ' 45 39 26 

30 ' 00 3 978 4 370 o 890 9 35 ·54 38 35 

30·00 3 919 4 302 0 ' 1892 34"'~ 37 38 

method m ethod 

9 10 

30 · 00 0 3 0 000 

30 ' 368 30 3 67 

31 ' 795 

34 756 34 754 

39 416 39 414 

45 310 4 5 30 4 

51 ' 47 0 51 ' 456 

57 · 017 

6 1· 361 

G4 169 64 131 

65 ' 298 65 2 5 7 

64 854 64 815 

63 101 63 069 

60 ' 354 60 ' 331 

56 ' 966 56 954 

53 328 53 326 

49 882 49 890 

46 ' 91 2 46 928 

44 431 44 451 

42 347 42 369 

40 589 40 · 612 

39 100 39 123 

37 ' 834 37 ' 857 

36 · 755 36 771 

35 · 832 35 85 3 

~--~----~------~------~----_.------~------._----~--------~---------
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where, Tlllux is the maximum routing period in hours. 
Simplifying, 

Tma.\· = 25 hrs approximately. 

As the time to peak of the inflow hydrograph is 18 hours, 
rouling period of 3 hours is chosen and the calculations 
for arriving at the outflow ordinates by the proposed 
method are tabulated in Table 1. Outflow ordinates are 
also computed by solving the differential Equation (11) 
directly, using the fourth order Runge-Kutta method of 
numerical integration, assuming that the input is cons
tant and is equal to the average input during the routing 
period. The results are shown in Col. 10 of Table I. It 
is seen tbat the outflow ordinates obtained by the 
proposed method match extremely well with those given 
by the Runge-Kutta method. The inflow and outflow 
hydrographs are shown io Figure 5. 
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FIGURE 5 : Routing throu~h non-linear reservoir. 

7. Conclusion 

The proposed method of routing through non-linear 
reservoir based on the linearised input concept is as 
accurate as the Fourth Order Runge-Kutta method. The 
pro~oscd ~ethod is. siJ?pler and can be adopted as 
routme deslgn practice 10 field offices, where accessibility 
to sophisticated electronic computers is extremely 
limited. 

8. Symbols 

Symbols used in this paper are defined where they 

first appear and those that are used more than once are 
given below for convenient reference: 

A = Area of reservoir 

B = Index of non-linearity (parameter) 
of reservoir 

h = Exponent (parameter) 

C = Storage-delay parameter of reservoir 

Cd -= Coefficient of discharge 

g = Gravitational acceleration 

h = Head causing flow over spillway 

H(.) = Kernel (response) function or Instan
taneous Unit Hydrograph, IUH 

I , 11 , '2' .. '/1 = Input rate 
1",1 = Modified input rate 

Q, Ql' Q2' ... QI = Outflow ratc 

S, S1' Sf> ., .SI = Storage in the reservoir 

T = Routing period/Duration of step 
input 

t = Time variable 

'1', 'rJ, '!'~ = Time variables 

U(o, r) = Output at time, T, for inStantaneous 
input of volume, V 

U(T, r) = Output at time, T, for step input of 
duration, T and volume, V. 

V = Volume of input. 
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YNOPSl " 

Questions of optimum design and operatioll of reserl'oirs may be treated by u.se of 
mathematical programming techniques, which require all objective functioll alld COII.l'

traints . The aim of this paper is, to give some illformation abou.t finding the minimum 
required resen 'oir capacity in a design problem (l tire normally used deterministic 
constraints are replaced by chance constraints. Before the design call be dealt with, if 
is lIeceJ'sOIj' 10 specify the rcservoir operation. rule. In this paper if is assumed tlrat a 
linear decision rule (LDR) is acceptable. Therefore, the optimization f1rob/~m can be 
solved by linear programming. 

For a reservoir to be designed in the "Black Forest" mOLilltains deterministic CUIIS 

traints were first formula ted for guaranteeing minimum release, max imum release, 
minimum reservoir content and flood storage on a monthly basis. The resulting "a lues 
of minimum required storage capacity were rather larKe. The next step consisted in 
replacing the deterministic constraints by chalice constraints, i. e., the new formulation 
allows to violate the constraints with a given, rather small probability of occurrence. 
If this probability is chosen to be 10 percent the computed values of reservoir capacity 
became considerably smaller than those of the deterministic case. 

I/, furthermore, the conventional LDR is replaced by another LDR, which releases 
part of the inflow in the same month it occurs, a further reduction of required reservoir 
capacity may be achieved. 

Introduction 

Optimum design as well as operation of reservoirs 
applying mathematical programming algorithms i based 
on an objective function (O.F.) and on constraints. The 
O.F. may be deterministic like the minimization of 
required storage capacity for fulfilm.ent of certain 
demand requirements in a design problem, or like the 
maximization of target output in a reservoir operation 
problem. O.F. may, however, be stochastic like maxi
mization of the expected value of the benefit/cost ratio. 
In this paper only deterministic O. .S will be considered. 

The constraints may also be deterministic 0 " 
stochastic. One type of stochastic constraints, which is 
called "chance constraints" form the major part of the 
investigations in this paper. 

Deterministic constraints arc formulated 10 a rigid 
way, e.g. , 

S<:,k ... ( I) 

which meanS that the reservoir content S has always to 
be equal or smaller than tbe reservoir capacity k. 

)39 
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Very common constraints are 

(11) A/~AM ., .(2) 

which requires that in each time increment the reservoir 
release AI must be equal or larger tban a certain 
minimum release AM, and 

(b) . . . (3) 

which requires the reservoir content SI always to be 
equal or larger than a given minimum storage SIll;". This 
la t constraint is often demanded by people concerned 
with the environmental aspects of the design problem, in 
order to avoid that the lake is empty or at a too low 
level for recreational purposes. If, however, such a 
constraint is violated only very seldom, i.e., with a 
certain rather small probability of occurrence this will do 
almost no harm to the environment and may be tolerated. 

Later the constraints of Equations (2) & (3) will be 
formulated in this way on the basis of probability theory, 
whereby these constraints will be changed from the 
deterministic type into chance constraints. 

It is the aim of this paper to estimate quantitatively 
the benefit of changing deterministic constraints into 
chance constraints in a real world example. 

The Problem 

The problem for which this comparison will be 
carried out is the design of a water supply reservoir (i.e., 
the finding of required storage capacity) on a river in 
the "Black Forest" in Southern Germany. This problem 
is of current interest, since presently preliminary inves
tigation are being carried out by the authors for the 
design of a system of four water supply reservoirs in the 
upper Danube River catchment, which is partly situated 
in the "Black Forest" mountains. 

The Method 

While the actual design of the four Danube reservoirs 
is based on simulation tech niques, the study presented 
in this paper applies on optimization method. Since the 
main interest here lies upon the influence of chance 
constraints on the reservoir efficiency or tbe req uired 
reservoir capacity, the type of the mathematical pro
gramming technique is not important. 

It was assumed, therefore, that a linear decision rule 
(LOR) is acceptable. The pros and con of the LOR 
have been discussed in great detail in the literature (1) 
(2) (3) (4) (5) (6). Therefore, this rule will not be 
discussed here, although it can be seen from the results, 
that it itself is a strong constraint on the possible per
formance of the reservoir. It will even be shown, that 
an almost "useles" reservoir operated according to a 
LDR requires sometimes a rather large storage capacity. 
Here the LOR is used only, for the reason that it allows 
application of Linear Programming and is thus a 
convenient vehicle to show the influence of chance 
constraints on reservoir performance. 

Mathematical Formulation on the Design Problem 

A reservoir has to be designed, which will be operated 
acc.ording to certain requirements formulated by cons
tramts. The optimization consists in finding the minimum 
reservoir size h which meets the constraints. 

Thus the objective function is 

O.F. = k = min! 

Deterministic Constraints 

The constraints are formulated similar to an example 
given in (1). The time increment chosen is one month. 

(I) Reservation of flood storage ; 

.. . (4) 

The index t indicates the sequence of months (e.g., 
t = 1, ... 240 if the time series consists of 20 years) and 
the index i indicates the month of the year, thus i = 1, 
... 12. 

k = required reservoir capacity 

SI = reservoir content in month t 

Vi = flood storage to be provided in the i lir month 
of the year 

(2) Minimum reservoir content Sml" 

SI ~ Sm,,, ... (3) 

(3) Minimum release AM. 

(4) 

AI> AMI ... (2) 

Maximum release AN, 

A/~AN; ... (5) 

ANi = maximum permissible release in the ;th month 
of the year. 

According to the linear decision rule as introduced 
by Revelle et al(l) the release is 

AI = SI-1-£; ... (6) 
Ei is the decision variable, forming a vector of 12 values. 
Continuity requires 

SI = SI-l-A,+11 ... (7) 

{I = reservoir inflow in month t. 

Inserting AI of Equation (6) into Equation (7) yields 

S, = E1+l1 ... (81 

Inserting Equation (8) for SI-l into Equation (6) yields 

A, = 11-1+£1- 1-E, ... (9) 

Inserting Equations (8) & (9) into Equations (2), (3), 
(4) & (5) yields 

E,~Smi"-I, 

E;-l-E/ > AM,- /1-1 

... (4a) 

... (3a) 

... (2a) 

...(5a) 
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In our case 45 years of observed data for the Kinzig 
River in the " Black Forest" are available. 

I <; t ~ 540 ( = 45 x 12). 

This means that Equations (2a) -:-- (5a) exist 540 times 
each, yielding 2,160 constraints with 14 unknowns. i.e .• 
the storage capacity k, 12 values of E; and the initial 
storage content S o. 

In Appendix-lit is shown, how these 2,160 cons
traints may be reduced to 4 x 12 = 48 constraints 
[Equations (2a) -:-- (Sa)] plus 2 constraints. The additional 
2 constraints deal with initial conditions and are given 
in Appendix.I, Equations (1.1) & (1.2) . 

Summarizing the mathematical problem formulati on 
in a deterministic way we can state : a supply reservoir 
has to be designed. which has to fulfil certain require
ments at minimum construction costs. This leads to 
the objective function 

O .F. = k - min ! 

and to 50 deterministic constraints given in Equations 
(2b) -:-- (5b), Equations (1.1) & (l.2), all given in 
Appendix-I. The solution of this problem will be found 
by applying linear programming, in this case by the 
simplex algorithm. 

Results of the Deterministic Design Problem 

For a potential reservoir site near the village of 
Schwaibach on the Kinzig River in the "Black Forest" . 
Southern Germany, the alternatives li sted in Ta ble 1 
have been computed for a reservoir operated according 
to the linear decision rule : 

... (6) 

The values of VI, Stili", AMI. and AN; were chosen to be 
the same for all months. 

Some of the results given in Ta ble 1 are rather 
unexpected. Since the maximum release, AN, is a 
monthly value, it does not give information about 
actual1~00d conditions. Therefore, it is kept constant 
(AN = 300. 106 rn3) and is not further considered in 
this di scussion. 

The influence of the parameters AM, S min. and V on 
the required reservoir capacity is, however, of particular 
interest. Alternatives 4 and 7 or 5 and 9 show that the 
flood storage V is merely an addition to the capacity 
required without flood storage and will thus not be 
considered further. 

Alternative 1 shows that a reservoir, which can do 
virtually nothing (" useless reservoir"), i.e., it guarantees 
no minimum release, no minimum reservoir content 
and provides no flood storage, requires a capacity of 
291.2. 106m3 ! The only quality this reservoir can 
produce, is operation according to the linear decision 
rule, i.e., at the beginning of a month it can be said , 

Alter-
n:ltive 

No. 

I. 

2. 

3. 

4. 

5. 

6. 

7. 

~ . 

9. 

TABLE ) 

Required reservoir cupacity k for "Rrious design Rnd 
operational alternative of the KinziJ: rescr\'oir 

(Deterministic constraints). 

I 
I Max. M in . Min . F lood Required 
r elease relea se reservoir s torage reservoi r 

AN A 1 cont ent J' capaci ty k 
(10e 013/ (10' mal Smin (10' rna) (10'\ rn3) 
month) month) (10. 013) 

300 0 0 0 291.20 

300 5 0 0 29 1.20 

300 0 100 0 381.60 

300 5 100 0 381.60 

300 10 100 0 :182.1)0 

300 100 50 43UO 

300 5 100 50 43 1.60 

300 9 100 50 431.60 

300 10 100 50 432.90 

how much the release during this month will he : 

A, = S'_l - Ei ... (0) 

or 

... (oa) 

A, may , however, b e zero, if 1'_1<;'£'- £/ l ' which is 
the reason, why we call this reservoir " use less" . 

The minimum release AM is often Lhe most impor
tant parameter since it guarantees always a minimum 
quantity of water to the consumer. Alternati ves 6 to 9 
in Table 1" r.how that the required capacity hardl y 
changes a t all for minimum releases between I and 
10' 100m3 per month . Va lues greater than 10 ' 100m3 

for AM are not possible, because this leads to certain 
constraints to be in conflict. For compari son purposes 
it may be interesting to know that the average fl ow of 
the Kinzig Ri ver amounts to AQ = 58' 106m3 per 
month. 

Solutions with tbe Aid of Cbance Constraints 

Equations (2b) -:- (5h), (T.l ) and (1.2) in A ppendix-l 
represent 50 constraints on the rese rvo ir design 
problem . The m ain feature of these determin istic 
constraints is. that the inequality must be fulfill ed 100 
percent, e.g. , 

... (4a) 
or 

... (4c) 
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I n case the designer is satisfied, if the flood storage V, 
is provided only in a certain percentage or. of the time, 
say or. = 95 percent, the constraint Equation (4c) may be 
expressed in the following manner : 

... (10) 

A comparison of Equation (10) and Equation (4c) 
shows, that the deterministic inflow of month t, Le., I, 
is replaced by the random inflow variable R. for the i'" 
month of year . Thus, Equation (10) reads as follows: 
the probability P for the random inflow variable R; 
being less than k- VI - E, in month i has to be at 
Jeast = or.. In our case the 45 years of observed inflow 
data allow to establish a probability distribution for the 
inflows R, of each month i. If the level or. is given by 
the designer, the corresponding value of RI will be 
found from thi s cumulative probability distribution. 

Analogous to Equation (to) it is possible to 
formulate all constraints of Equations (2b) -7- (5b), (1.1) 
& (I.2) as chance constraints. The transformation 
of the deterministic constraints into chance constraints 
is given in Ref. (I) and is briefly summarized in 
A ppendix-I I . 

Trial designs were carried out again for the Kinzig 
reservoir. The probability level at which the constraint 
must be met was chosen to be 90 percent for all 
constraints (see Appendix-II) : 

or. = oc! = or.~ = oc ~ = OCe = 0.90 

The results arc given in Table n. 

TABLE II 

Required reservoir capitcily k for various design lind 
operational alternatives of the Killzig reservoir 

(Chlillce constraints, Cl 0 .90) . 

Max. Min . Min. Flood Requir~d Alter- release release reservoir 
nlltive AN AM content storage reservOir 

No . (lOBm"l (10' 01 31 Smi" 
V capacity k 

month) month) (106mB) (IOfi m' ) (lO'm3) 

]. 150 0 0 0 141.8 
2. J50 5 0 0 141 .8 
3. 150 5 0 50 191.8 
4. ISO 0 100 0 225.3 
5. 150 5 100 0 225.3 
6. 150 10 100 0 225.3 
7. 150 t9.5 JOO 0 233 .2 
8. 150 JOO 50 275.3 
9. ISO 5 100 50 275.3 

10. 150 9 100 50 275.3 
11 . 150 10 100 50 275.3 
12. ISO 19.5 100 50 283.2 

The results are similar to the ones of Table T for 
deterministic constraints as far as the flood storage is 
concerned, since it simply adds its value to the required 
reservoir capacity. The capacity k, however, is always 
lower than for deterministic constraints. This is shown 
for representative alternatives in Table III (flood 
storage V = 50 and AN = 300 for deterministic and 
AN = 150 for stochastic cases). 

TABLE III 

Comparison between deterministic and stochastic design 
alternatives. 

Min . 
release 

(lOOm"/ 
month) 

0 

1 

5 

9 

10 

19.5 

Min. 

Required reservoir 
capacity k 

reservoir 1------
I content 

I (to'm3
) 

0 

100 

100 

JOO 

100 

100 

Deter
ministic 
(108m' ) 

341 .2 

431.6 

431.6 

431 .6 

432.9 

not 
feasible 

Stochastic 
(10 8m3) 

Cl = 0.90 I 

191.8 

275.3 

275.3 

275 .3 

275.3 

283.2 

Difference 
Percent 

43 .8 

36.2 

36.2 

36.2 

36.4 

The main result is shown by the fact , that reservoir 
capacities gained by application of chance constraints 
(or. = 90 percent) are at an average about l/3lowertha n 
those gained by the use of deterministic constraints. 

This positive feature is, however, not very useful for 
practical purposes. Simulation runS on the computer 
with reservoirs designed according to the above
mentioned chance constraints and based on 45 years of 
observed data Show, that not only the constraints are 
violated (which is allowed up to 10 percent of the time) 
but that negative release values occur, which is not 
allowed and physically not possible. Figure 1 shows 
such an example, where the minimum storage is some
times less than Smin, but always positive. The release 
is sometimes less than AM, but sometimes even 
negative . 

In order to avoid this impractical operation mode 
the constraints were made stronger. i.e., at was raised 
to 95 percent. For the alternative AM = 9.0; SlIIi" = 
100; AN = 300 and V = 50 the required storage 
capacity became k = 326.7' 106m3 which is by 18.6 
percent larger than the corresponding value of 
k=27S.3 . 106m3 for ex = 90 percent. For this case no 
negative releases occurred anymore. 

Oue point of particular interest is the dependence 
between required reservoir capacity k and the probabi-
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FIGURE t : Simulation run for 45 years observed datil . Chanc.'r l~onstraints with cr. 0.90 , AM 5.0-10· m" 
month, S"ill 100 - 10em3 , Vi - 50 ' JO' m:l. 

lity level IX. by which the chahce constraints must be 
met. Qualitatively it is obvious. that k must grow 
with IX. Figure 2 shows the results of computations 
for the Kinzig River. For the linear decision rule 

A, = S'-J -£1 ... (6) 

as discussed so far , it can be seen from Figure 2 that 
the relationship between IX and k follows a log-normal 
probability distribution function. The deterministic 
case of k = 431.6 . 100m3 corresponds to a level 1X = 98.8 
percent. For oc = 0.90 the reservoir capacity k has to 
be 275.3 ' 106m3 and for IX = 0.99 the k value is 
451.7 . 106m3, which amounts to an increase of 
64 percent. 

A Modification of the Conventional Linear Decision 
Rule (LDR) 

In the discussion of the results of the deterministic 
case shown in Table J it was stated that the " useless" 
reservoir requires a capacity of 291.2' lOOmS for nothing 
else but verification of the linear decision rule as given 
in Equation (6) : 

At = S'-l--E; 
or Equation (6a) : 

A, = 1'-1 + E/-l - E; 

... (6) 

... (6a) 

k 1106~, KIn tlg R ••• rvolr I" th. Block Fore."it 
Required 
reservoW'-
capocity 

500 
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.ooLJ j 
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FJGURE 2 : Required reservoir capacity versus prohability 
level <1, by which the chAnce constraints must he 
met. 
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In the many computations carried out during this 
study it was found that th~ E, values are all of ~he same 
order of magnitude. This means for EquatIOn (6a) 
that in a time interval t the release A, ha about the 
same value as the inflow 1'-1 of the previous interval. 
In consequence the LOR boils down more less to a 
reservoir opcration in which inflow is merely delayed 
by one month before relea e. Usually the. objective of 
a reservoir i, however, to store water 10 wet months 
for use during dry periods. Tn order to c~me close to 
this aim the LO R may be altered. A Simple way of 
doing this is to replace Equation (Ga) by the following: 

A, = S,_l-EI+'Y . I, ... (11) 

with O ::;;;_ y~l. 

This way the release is partly dependent on the 
inflow during the same time increment which is advisable 
for flood control. Furthermore. the fraction (I - y) of 
the inflow will be released during the following months. 
The advantage of such a LOR is that the requi~ed 
reservoir capacity is no longer an almost direct functIOn 
of the maximum inflow. 

Results obtained by the LOR of Equation (11) are 
shown in Figure 2 for 'Y = 0.5 (lower curve). It can be 
seen in this case the same minimum release can be 
guaranteed by a much smaller reservoir. 

For 11. = 0.99 the required reservoir capacity will be 
k = 301.2· 106m3 when using the LOR of Equation (1), 
instead of k = 451.70 . 106m3 according to the LDR of 
Equation (6a) . Thus, the modification of the LDR 
yields a reduction of reservoir capacity by J /3. 

Conclusion 

The paper shows the influence of chance constraints 
on required reservoir capacity for a design problem of 
a water supply reservoir in the "Black Forest" mountains 
in Southern Germany. 

The reservoir, which is operated according to a linear 
decision rule (LOR), is subject to constraints con
cerning minimum release, maximum release, minimum 
reservoir content and provision of flood storage in each 
month. The objective is to find the minimum required 
reservoir capacity. Solutions were found by the 
application of linear programming. The following 
results were obtained: 

(1) If the constraints are formulated in a determi. 
nistic mode, the required storage capacity was 
rather large, e.g. , k = 431.6 . 106m3 for alterna
tive 8 in Table 1. 

(2) If the constraints are formulated a chance 
constraints, (at = 0.9) the required reservoir 
capacity may be reduced conSiderably, e.g., 
k = 275.3 . 106m3 for the case corresponding 
to the one mentioned above. 

(3) A comparison of corresponding deterministic 
and stochastic deSign alternatives is given in 
Table Ill. 

(4) The choice of the probability level (I-at), by 
which constraints may be violated can be 
crucial. 10 the case of 11. = 0.90 negative 
reservoir releases were required. Only for 
at>0.95 this impossibility was avoided. 

(5) Modification of the conventional LDR of 
Equation (6) into the formulation of Equa
tion (II) for 'Y = 0.5 leads again to a reduction 
of required reservoir capacity. For example 
for Cl. = 0.95 the capacity waS 326.7' 106m3 

according to Equation (6) and became 
238.4 ' 108m3 according to Equation (II) which 
means a reduction by 27 percent. Compared to 
the deterministic case it amounts to a reduction 
of 45 percent. 

(6) DeSign alternatives found by application of 
deterministic constraints correspond to stochastic 
alternatives which have a probability level 11. 

corresponding, more or less, to the length of 
the observation period. Figure 2 shows, e.g., 
that the deterministic case for 45 years of 
observation corresponds to the stochastic case 
of at = 98.8 percent. 

As a conclusion one would suggest, that in a design 
problem where the minimum required reservoir capacity 
is to be determined, it is reasonable to apply chance 
constraints (as compared to conventional deterministic 
constraints), if a probability level is acceptable, which 
allows violation of constraints such that no negative 
releases occur (in the "Black Forest" example this 
probability level had to be less than 5 percent). 
Furthermore, one should investigate which type of LOR 
may be used (if any at all), because it considerably 
influences the required r~servoir capacity . 
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APPENDIX- I 

Reduction of 2,160 Constraints, given in Equations 
(2a)...;-(5a), to (48+2=50) Constraints 

k-E/;;;a.Vi+I, 

E, ~ SlIIln- Jr 

EI- 1- EI ~ AM1-J'_1 

EI-1- EI ~ AN,-I'-l 

... (4a) 

... (3a) 

... (2a) 

... (Sa) 

The unknowns are the required reservoir capacity 
k and 12 values of Ei (one for each month). The initial 
conditions give another two constraints with a further 
unknown, the initial reservoir content S" : 

So ~ Smill ... (U) 

k-Su ~ V, ... (1.2) 

Equations (2a)...;- (Sa) represent 540 (= 12 x 45) 
constraints each. However, each constraint appears in 
the same form 45 times. except for a different value of 
Ir. If so, one constraint must be more restrictive than 
the others, and only this mo t restrictive one has always 
to be considered: 

k-EI ~ VI+max (11+12.i) 
j 

EI ~ Sm{II-min (l1+12J) 
j 

Ei-1- Iil ~ AMI- min (l1- Hl2l) 
j 

E12-£1 ~ AMI- min (l12+12 j ) 
j 

EI-1-E; ~ ANI-max (l1-HI2 j ) 

j 

i = 1 ... 12 
j = 0 ... 44 ... (4b) 

... (3b) 

i = 2 .. . 12 
j = 0 .. .44 .. . (2b) 

i = 1 
j = 1 ... 44 

i = J 
j=O 

i = 2 ... 12 
j = 0 .. .44 .. . (Sb) 

Ea- EI :::;;; ANI- max (/1 9+12') 

So ~ Sill/II 

k- So ~ V1 

j 
i = 1 
j"'" 1...44 

i = 1 
j=O 

.. . (1.1) 

... (l.2) 

Equations (2b) ...;- (Sb) represent one constraint for 
each month. i.e., 4 X 12 = 48 equations. Including 
Equations ([.1) & (1.2) we have a set of 50 equations 
with 14 unknowns. The solution for minimization or 
the objective function 

O.F. = k = min! 

can easily be found by linear programming. e.g .. by 
application of the simplex algorithm . Equations (2h) ...;
(5b), (1.1) & (1.2) repre ent the set of deterministic 
constraints of the problem investigated in this paper. 

It should be noted, that some of the constraints are 
not independent. For example, quations (2b) & (5h) 
read for extreme conditions : 

£1- 1- £1 = AMI- min J 

£1- 1- £ / = AN; - max I 

AM,- mill I = AM- max I 
AMI = ANI-max I+mill/ 

... (2/» 

... (5b) 

... (lJ) 

Since min I and max I are known observed di scharges 
Equation (1.3) may be written 

AMI = ANs+C ... (1.3(/) 

which shows, that the choice of AMI and ANI must be 
such that no constraint will be violated! 

APPENDIX-II 

Transformation of Deterministic Constraints into Chance 
Constraints 

Following closely (I) a brief derivation of the chance 
constraints shall be given. 

The inflow values I, for each month i will be treated 
as random variable RI having a cumulative empirical 
probability distribution F Ri obtained from observed 
data (in our case 45 years) : 

FRi (1) = P (RI <. I) 
The constraint (4a) 

... (11 . 1) 

... (4) 

shall now be changed into a chance constraint by 
replacing the observed value of I, by the random 
variable R. : 

or 

jf 

... (4d) 

... (4e) 

Constraint (4e) will be violated with a probability IX, 

RI ~ k-VI-E; 

On the other hand IX may be chosen such that 

P(RI ~ k - VI-EI) = FR. (k - VI-EI) ~ (1.1 . .. (Il.2) 
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The RI-value corresponding to a given level of« will 
be called 'I (1X1) , which changes Equation (T1.2) into 

k - Vi- E/ > 1'i (Ill) ... (1T.3) 

since ,,(1X1) is the solution of the equation 

F R j (x) = IXI for x. 

Analogous to constraint (4) the other constraints 
may be formulated as chance constraints : 

deterministic: E, > SlIIill- I, 

stochastic: P(EI > Smilf- RI) > ()(2 

constraint (2a) : 

deterministic : E/-1- E/ > AM,,-lt_l 

stochastic : P(Ei_1- E/ > AMi- Ri- 1) > lXa 

and constraint (5a) : 

deterministic : £1- 1-£' ~ ANi-I'_1 

stochastic: P(E"- l- Ei oe;;;; ANi- Ri_l) > ()(4 

.. ,(3a) 

.. ,(lJ.4) 

... (2a) 

... (I I. 5) 

... (sa) 

.. ,([1.6) 

The additional constraints for initial conditions now 
become irrelevant since So will become a fixed value, 
which was found by the deterministic computations, 
Analogous to the development of Equation (IJ.3) also 
the other constraints may be transformed as follows: 

k- E. > V/+'i(a.J , .. (TT.7) 

Equation (IJ.4) then becomes: 

Sm"n-Ei ~ r;(1-1X2) 

Equation (U.S) becomes : 

AMi-Ei_l+E/ ~ '''-1 (1-IX.) 

and Equation (II.6) 

Ei-l- Ei ~ ANi-Ti- l (<<.) 

. .. (11.8) 

, .. (JI.9) 

... (ILl 0) 

For Equations (1l .9) & (11.10) the initial conditions 
for first and second year have to be established 
analogous to Equations (2b) & (Sb) in Appendix-I. 
Equations (II.7) -:-- (Il.lO) represent 48 chance constraints 
altogether . 
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SYNOPSI 

The objectives of this study are to develop the general e" pression approximately for 
probability density function and probability distribution function for the random variable 
range of both the independent random normal variable and dependent random normal 
variable of the first and second order Markov linear model. 

Since the four basic parameters, the mean, the variance, the skewness coefficient 
and the excess coefficient of the maximum range for independent standard normal 
variable or dependent normal variable of the first and second order Markol' linear model 
can be obtained by the data generation method. 

Using thesefou.r basic parameters apprOXimately obtained by the above method and 
applying the basic criteria set by Karl Pearson, the approximate probabi/;t_1' density 
function of range is obtained as one of the best jitted from his family of curves. Till' 
parameters of this probability density function can then be computed by using the exact alld 
approximate expression for the expected value alld variance of the maximum range of the 
independent normal variable or dependent normal variable oj the first alld secolld order 
Markov lineal' model previously derived by many authors . 

If we let Z. be sequence of random variables with 
£(Z/) = 0, then 

It i clear in this caSe that £(SII) = 0, however, in 
some applications, especially for small value of II, if 
each component Z_ of the partial sum is subtracted by 
the sample mean 2". Therefore, the above random 
variables will take the form S" = ZI +Z2+Z,+ ...... + Z" are its accumulate 

sum. Ifwe take 

M" = Max. (0, SI' S2, S3 • ...... , SII) 

mn = Min. (0, SI' S2' Sa, ... ... , Sn) 

as maximum and minimum of accumulated sums, with 
i taking all non-negative integer values from 0 to n, then 
the variable 

Rn = MII-m" is called the range of the cumulative 
Sum S". 

S~ 
I 

1 = Sj -. - Sn 
Il 

M~ =max. (O, Si,Si, .... . . ,S~) 

m: = min. (0, S; , S; , .... .. , S;, ) 

where, S~ is called the adjusted partial sum, M· the 
I n 

This :esearch paper is supported by tbe Alexander Von Humboldt Stiftung and performed a I Technische Universilat Braull~
chwelg, West Germany . 
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adjusted maximum partial sum or adjusted surplus, 

m· the adjusted minimum partial sum or adjusted 
n 

deficit aDd R· the adjusted range. Figure 1 represents 
" 

graphicallv R" , M", mn , R·, M· and m· respectively. 
• n II II 

Obviously, these six new variables are also random 
variables and they are very important in the application 
of reservoir storage capacity design . Several attempts 
have been made to find the exact expression for their 
density and distribution function but in general, finding 
these exact density functions is a very difficult mathe
matical problem even for cases of independent normal 
random variables . However, in the last past two decades 
several authors had derived and obtained their exact 
expected values for flnite values of n or their asymptotic 
expected value and variance. Recently some approximate 
expression of variance for finite values of n of i ndepen
dent and dependent n.ormal variable were also obtained. 

R ippl (1883) was the first who injected the concept 
of mass curve (or analyzing the relationship between the 
inputs, outputs and storage capacity. From then on 
several research works have been started following his 
concepts and they are mentioned here briefly only the 
ones which will be used in the further text. 

Range ojCulnulatil'e Sums S" 

W. Feller (1951) derived the asymptotic distribution 
of the range of the cumulative sums of independent 
normal random variables. Feller obtained in particular 
the equation 

E(Rn) = 2J ~ n = 1.60 n ... (1) 

A.A. Anis and E.H. Lloyd (1953) solved the problem 
of the storage capacity of a reservoir for which one 
would lilce to know the distribution of the water-level 
over a given number of "n" years. They concluded that 
the level after "i" years may be regarded as the sum of 
"j" annual increments, and that one may approximate 
this real problem by the ideal one in which the annual 
increments are independent variates with a commOn 
normal distribution. The application of these results to 
other storage problem is obvious. Anis and Lloyd 
derived the expected value of range, over "n" years as 

II 

E(R,,) = J ~ ~ i-I I! ... (3) 
; = 1 

P. Sutabutr (1967) investigated the reservoir design 
problem for within the year regulation assuming a cons
tant standard deviation for variable at various positions 
durin.g the year and the first order Markov linear model 
for the stochastic part of the monthly streamflow data. 
Based on his simUlation, he suggested that the expected 
value of range for the standard normal variable can be 
expressed by 

n 

- / .: " E(R,,) = V " L., i - 1 [Var SI]112 ... (4) 

i = l 

and for the standard normal first order linear model, the 
expected value of range can be expressed as : 

II 

for p> 0 : E(Rn) =.J! ~ i-III 
i= l 

Var Rn = 4n(log2- ! ) = 0.2181 n [
I +p _ 2p(l - p)i J1/2 

(2) 1 ·( ~ ... (5) .. . - p I J - p) 

----1·---- Rn 

2 3 

Definition of unadjusted and adjusted partial SlIm, 
s' S'" The unadjusted and adjusted maximum portial 
s~~,~",M~(UnadJusted and adjusted surp lus), the 
unadjusted and adjustod minimum partial sum, 
m,..,m~(lJnadjusted and adjusted deficit I,and the 
unadjusted and adjusted range Rn,R~ . 

FIGURE l . 

V. Yevjevieh (1967) using the data generation 
approach, aL. 0 suggested that the expected value of range 
of all linearly dependent normal variables may be 
expressed by Equation (5). He specially obtained the 
general expression for the case linearly dependent normal 
variable as 

n ;- 1 

E(Rn) = CIT 2: i-1
/2 [ 1++ L (i - k) PkJ/! ... (6) 

I = J k = l 

According to Yevjevich, the factor 

1- 1 

[ J++ 2: (i - k)pk J/2 

k~ l 

represents the effect of the auto-correlation of the time 
series 011 the expected value of range. whereas a ,* J 
represents its effect on the change of standard deviation 
made by a linear dependence model. The constant "e" 
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for either independent or dependent normal variable will 

always be equal to J ; . 
Salas-La Cruz (1972) , in his dtssertation " Range 

Analysis for Storage Problems of Periodic-StOChaStic 
Processes" obtained many interesting results concerning 
with non-stationary time series. One of hi interesting 
results is hi s empirical equations for the variance of 
range of the first and second order Markov models with 
constant auto-correlation coefficients which will be used 
in the further text . These equations can be expressed as 
follows: 

for n > 6 Var Rn = a2 (A + Bn) ... (7) 

where . a is the constant standard deviation of the input 
and the linear regression coefficients A and Bare 
functional of the auto-correlation coefficients of the 
Markov models considered. The linear regression 
parameters A and B of Markov first order and second 
order linear model given in Equation (7) are given in 
Tables I & I r. 

Adjusted Range oj Cumulative Sums Sn 

H .E. Hurst (1951) was the first developing an 
expression for . torage capacity for over year water 
regulation related to the concept of adju ted range. He 
collected an impressively large amount of statistical 
material relating to annual values of natural pheno
mena, including river discharges. According to Hurst , a 

quantity R· enters into these which can be obtained by 
n 

taking departures of the annual values from their mean 
for a period of n years. For the case of time series of 
variou natural phenomena, of whi h u large quantity 
have been e 'amined, the mean result is presented by the 
equation 

R· 
n H -- = K" 

an 
... (8) 

where. an is the standard deviation of the time series 
and H is a quantity which ha~ a normal distribution and 
a mean of 0.73 . 

TABLE 1-

Regression coefficients of linear function fit to variance of the range of the first order Markov Model. 

Value of p 

0.0 0.1 0.2 0.3 0.4 0.6 0.8 

A 0.1967 0.2069 0 .2124 0.2293 0.1164 -0.5261 5.6682 
B 0.2338 0.2753 0.3397 0.4422 0.5363 0.9403 2. 1919 

Standard error 
of regression 
coefficients 0.00285 0.00305 0.00402 0.00606 0.00696 0.01323 0.0219 

Correlation 
coefficients 0.99956 0.99963 0.99958 0.99944 0.99950 0.99941 0.9997 

TABLE II· 

Regression coefficients of linear function fit to variance of the range of the second order Markov Model. 

PI = 0.40 PI 0.60 

pz - 0.10 P2 ~ 0.20 P2 = 0.30 p .. - 0.25 P2 = 0.30 P~ 0.40 

A -0.33983 - 0 .66148 - 1.21142 -0.12678 - 0.51548 - 1.86086 
B 0 .47315 0.60505 0.77663 0.65861 0.77870 1.0810) 

Standard error 
of regression 
coefficient 0.00426 0.00519 0.00617 0.00609 0.00670 0.00860 

Correlation 
coeffici.ent 0.99931 0.99938 0.99946 0.99927 0.99937 0.99946 

-These tables obtained from Jose D . Salas-La Cruz (1972). 
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W. Feller (J95J) derived the asymptotic distribution 
of the adju ted range of the sum of n independent 
normal random variable Z,. with E(ZI) = 0, and 
Var Z; = 1. Tn particular 

and 

Var R· = 0.07411 
n 

... (9) 

... (10) 

V. yevjevich (1965) showed that the asymptotic 
expression for variance of adjusted range obtained by 
W. Feller does not depart significantly from the variance 
obtained by the data generation method, (100,000 
random numbers). He concluded that the asymptotic 
variance in Equation (10) can be used in practical cases, 
except for very small values of n, such as n = 2- 6. 

Significance of the Study 

Due to the statistical nature of inputs and outputs 
of a water resource system, most of the research in the 
last two decades regarding the method for planning, 
design and operation of the reservoir of the water 
resource system has been statistically approached. They 
can be classified into three : 

(I) empirical 

(2) simulation or data generation, and 

(3) analytical (mathematical). 

The method used generally known as the Rippl's 
diagram or mass curve is still the most oftenly used in 
designing the reservoir storage capacity. The basic 
assumption is that both reservoir input and output are 
knbwn function of time and produce the storage capacity 
required for no water shortage during the period 
considered. This analysis which based on a single 
sequence of hydrologic events of a historical record may 
produce one important uncertainty. It is unlikely that 
the same historical sequence of flow will occur again 
during the life of the project. In another way of saying, 
the variable considered in the RippJ's diagram is also a 
random variable which must be analyzed statistically. 
Another disadvantage is the difference between the 
length of a historical record and the economic life time 
of a project. 

The new expression "Probability density function of 
the random variable range" of both the independent 
random normal variable and dependent random normal 
variable of the first and second order Markov linear 
model which is the objective of this study can be very 
helpful with much less considerable risk is judging 
the storage capacity required by the water resource 
project. 

Method of Determination of the Four Basic Moments 
of Range of Independent and Dependent Normal 
Variables 

In most of the digital computer, the independent 
random numbers of a uniform density function in the 

interval (0, I) are generally availab le. Several methods 
are also available in obtaining normal random variables 
from the uniform random variables, however the least 
time consuming method was developed by Box and 
Muller (1958) . 

Tf U1 and U2 are two independent random numbers 
from the same uniform density fUnction in the interval 
(0, 1), then the random variables 

and 

€l = (-2 InU1)1'z cos 271' U2 

€2 = (-2 InU1)1 /2 sin 271' U2 

... (11) 

.. . (12) 

will be a pair of independent random numbers from the 
same normal distribution with mean zero and variance 
uni.ty . 

In case of dependent standard normal variable of 
the first and second order Markov linear model 
~quations (J 3) & (14) below can be applied respec~ 
tlvely for various values of ordered serial correlation: 

Z, = Z'- l + V J-p2 ~, 

and Zi = 1X1 Z,-1 +0:, Z;-2 + E; 

in which 

PI-PI P! 
atl = 1 I 

-Pl 

011 _ PS-P1
2 

2 - 1- P12 

... (13) 

... (14) 

Using the digital computer, any numbers of indepen
dent and dependent standard normal variable can now 
be generated. The random variable range, adjusted 
range and their first four moments are able to be 
obtained using the Fortran Program . 

Metbod of Determination of Approximate Probability 
Density Fuoctioo of Range and Adjusted Range 

According to Karl Pearson (1965) , the two general 
criteria for the best selection of one of his general 
probability density function are 

... (15) 

and 

.. . (16) 

where, ~l = the skewness coefficient on square and ~2= 
the KUrtosiS coefficient. In term of these two coeffi
cients, K2 in Equation (16) which is the most important 
criteria can be expressed as 

4 (2E-3Cs2) (4E-3C.2+J2) 

in which C. and E are the skewness and Kurtosis 
coefficient respectively and preferable in the unbiased 
form. From the criteria KI , one can select the best 
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fitted probability density function from the family of 
Pearson functions. 

Generally speaking, if K, is negative, the b.est 
function is the Pearson-Type-l unbounded funchon 
(Beta-distribution). If the distribution is bounded by 
zero on the lower end or the consid ered random variable 
is positive-valued variable, the subcase of type I as the 
Pearson-Type-IlT distribution should be applied. 

The Pearson-Type-II probability density function 
in general can be given in the form 

( 
x)ym 

y = Yo 1 + m e- ym ... ( 18) 

where, y and m are the parameters and the p~o?ability 
density function in Equation (18) has a range hmlted at 
- m in a lower end direction. 

Using the random variable range Rn as a varia?le 
and transforming Equation (I S) by th~ expresslon 
Rn = m+x. Equation (18) can then be wntten as 

feRn) =/(m) (~: ym e-r(R n- m ) O~Rn<co 
· .. ( 9) 

where, f (m) is the probability density of the mode m. 

If the alternative parameter p = y m is intr?duced, 
by direct integration of Equation (18) and Equatton (19) 
it can be shown that the first and second moment about 
the origin 

and 

, p+l 
P.l -=-

y 

(p+l) (p+2) 
J.l.2' = yl 

... (20) 

.. . (21) 

Subtraction Equation (21) by the square of 
Equation (20) the second moment about the mean or 
variance of range can be obtained as 

... (22) 

Dividing Equation (22) by Equation (20), then the 
parameter y can be expressed in term of the first and 
the second moment as 

IJ.' 1 
Y = -

!-'-2 

and in term of expected value and variance of range as 

as 

E(Rn) 
y='-- -

, Var Rn 
... (23) 

Therefore, the parameter m andf(m) can be found 

m = 
{E(Rn)}2-Var R" 

E(Rn) 
. .. (24) 

(ym)ym I 1 f (m) = _...;'-'--'~
m eym f(ym+ \) 

. .. (25) 

In conclusion, the nece sary step in finding the best 
function from the family of Pearson's probability den ity 
function for the random variable range or adjusted 
range require fir t calculating th fir t four moments 
from the generated data, then the skewness coefficient, 
excess coefficient and K2 are computed. After sclecting 
the best probability density function, the parameters of 
thi density function can be found using the expression 
previously derived by many authors . 

In thi study, the data used consisted of 100.000 
random numbers of an independent normal variable 
with mean zero and variance unity . In case of 
dependent normal variable of the first and second
order Markov linear model, the independent standard 
normal variable was replaced by the expression gi ven 
in Equations (13) & (14) respectivel y. The Fortran 
Program used was such as to usc random numbers in 
block of ] ,000, with a total of 100 groups. The 
accumulative sums of thi s variable were calculated then 
the maximum, minimum of the accumulative sum 
(surplus and defici1) and the variable range or adjusted 
range at lag time n = 10, 20, 30. 40 and 50 were 
comput.ed. The frequency density function. the first 
four moments both about the origin and ahout the 
mean, the skewness coefficient and the excess coefficient 
of the above random variable were also determined. 

It has been found in this study that almost all of K2 
in Equation (17) are either negative or substantial large 
positive valued number, therefore, the best fitted 
probability density function from the family of Pearson 
functions is the Pearson-Type-I of Pcarson-Type-I1I 
(which is the subcase of Type 1). However, due to the 
random variable range or adjusted range is a positive 
valued variable and bounded at the lower end, the 
subcase of Type T as the Pearson-Type-llJ distribution 
should be applied . 

Equation (19) represents the approximate probability 
density function of range of independent standard 
normal variable of the first and second order Markov 
linear model. This equation can also be applied 
for adjusted range but only when the expression for the 
expected value and variance is available which is the 
case of independent standard normal variable. 

For comparison purposes, the freque~cy density 
function of range and adjusted range as obtamed by the 
data generation method and by the approximate Equa
tion (19) are shown together in Fi/?ures 2 & 3. (t . can 
obviously be concluded that Equat Ion (19) fits relattv~ly 
well both in range and shape with the freq~ency denSity 
function obtained by the data generatIOn method. 
Equation (19) should be applicable as long as there are 
the expressions given both for the E (Rn) and Var Rn. 
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FIGURE 2. 

Application of the Probability Density F unction of 
Range· 

Assumed a reservoir has been built for over year 
(long range) river flow regulation, with the ratio of the 
reservoir storage capacity, Sr, to the standard deviation 
of annual inflow, s(z), given by Rr = Sf/S (z) = 6. 
Suppose also that the designer is interested in the 
probability that thi s storage capacity may regulate the 
flow for every lO·year period on the long-term average 
discharge, provided the annual inflows are normally 
distributed and follow the first order Markov model 
with p = 0.20. 

In order to apply Equation (19), first the parameters 
y, m and/(m) can bc calculated using Equations (23), 
(24) & (25) respectively. For this particular case 
y = 1.25, m = 3.72 and/(m) = 0.23. 

ji(R ) = 0 23 (~)4'G6 e- 1.25 (R lo- 3.72) 
10 • 3.72 

Using Newton's difference method of integration, 
the integr3:tion of the above equation from RIO = 0 to 
RIO = 6 Yields 

6 

P (RIO ~ 6) = f /(R1o) dR10 = 0.8009 

o 
By the same integration but from RIO II:: 0 to E (RIO) 

= 4.519 yields 

p {RIO ~ E (RIO)} = 0.572 

In conclusion, in four out of every five lO-year 
periods, the storage capacity is sufficient to regulate all 
inflows and produce approximately the long-term mean 
discharge as the constant outflow from th.e reservoir. In 
other words, to be certain in four out of every five 

• From " Stochastic Processes in Hydrology" by V. Yevjevich. 

IO-ye~r periods, the designer should provide the storage 
capacltr RIO = 6 s(z) to regulate all inflows and produce 
approximately the long-term mean discharge as the 
const~nt outflow from the reservoir. The storage 
capacltr E(RlO) .s(z~ is sufficient to serve the same purpose 
approximately In SIX out of every 10-year periods. 

Conclusion 

1.n t~e long range (over year) storage design with the 
applicatIOn of concept of range , if the present practice 
of determining storage capacities by the so-called mass
curve (Rippl diagram) method is examined it can be 
easily seen. that we actually depend on' only one 
r~nd?m .vanable .range iJlstead of its probability 
dlstnbutIon functIOn. However, in the last past two 
decades, the concept of range with it mean, variance 
and other parameters has been intensively investigated 
to give a more reliable information for various planning 
and operational objectives. 

J~ this study, the approximate probability density 
fUnctIon and the approximate probability distribution 
function of maximum range, R", for the independent 
and dependent normal variable of the first and second 
order Markov model were investigated. Using the 
data generation method and the criteria set by Karl 
Pearson(5) (1965), one of the most suitable of the 
Pearson curve was selected. From the analysis made for 
this study, the following conclusions were reached: 

(1) Using the criteria set by Karl Pearso n with the 
practical reality, the most suitable function 
from the Pearson family of curve waS the 
Pearson-Type-1l1 a subcase of Type I. 

(2) The probability density function of range of the 
normal variable given in Equation (19) (which 
in fact gamma function with 2 parameters) 
fitted relatively well both in range and shape 
with the frequency density fuuctions obtained 
by the data generation method. 

(3) The two parameters y and 111 in the probability 
density function Equation (19) could be 
obtained using the expression of E(R,,) and Var RII 
obtained previously from a number of authors 
for various values of p and n of the first order 
Markov and for various values of Pl, P2 and 11 

for the second order Markov. 
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List of ymbols 

A = Regression coefficient of variance of range 

B = Regre sion coefficient of variance of range 

C. = Coefficient of skewness 

E = Excess coefficient 

K2 = Pearson's criteria in selecting the type of 
probability density function 

11/ = Locati n parameter in the Pearson-Type-Ill 
probability density function 

Mn = Maximum of the partial um at time n 

M· Maximum of the adjusted partial sum at 
n 

time n 
m" = Minimum of the partial sum at time n 

m· = Minimum of one adjusted partial sum at 
n 

time n 

R" = Range of the partial sum at time n 

R· = Adjusted range of the partial sum at time 11 
n 

Si = Partial sum of the random variable at time i 

S· = Adjusted partial sum of the random variable 
i 

at time j 

S" = Partial sum of the random variable at time n 

X = Random variable in the Pearson-Type-TIl 

U1 = Uniform random variable 
U2 = Uniform random variable 

y = Random varia ble in the Pearson probability 
density function 

PI = Population first order serial correlation 
coefficient 

P2 - Population second order serial correlation 
coefficient 

fi = Independent standard normal variable with 
mean zero and variance unity 

a = Standard deviation of any random variable 

fl.'; = The if" moment about the origin 

fl.; = The if" central moment 

~l =, Skewness coefficient on square 

~2 = Kurtosis coefficient 

y = Shape parameter in the Pearson-Type-III 
probability density function. 
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Regarding runoff event as a simple Markovian 
process requires to take into account the auto-correlation, 
i.e., the correlation betwecn the runoffs of two consecu
tive years. There is a wealth of literature on streamflow 
regulation that takes into consideration thi s relation , 
typical of the random processes, treating, however, mostly 
the case of a constant reservoir release, or a release 
pattern that depends on the initial re ervoir storage. 

Unquestionably, a decisive step forward must be 
done in reservoir planning studies for the purposes of 
irrigation too. Moreover, it is to be noted that the 
problems which must be solvcd in runoff regulation 
analyses for the caSe considered are much more difficult 
in our opinion, and that not from the standpoint of the 
decision itself, but because of the difficulties involved in 
studying the specific nature of the processes. The 
complication is due to the fact that in runoff regulation 
analyses for irrigation we come acroSs to the manifesta
tion of two random events which are more or less 
pronounced. These are the runoff, which is a subject of 
constantly increasing consideration on the part of the 
investigators, and the irrigation demand. The formation 
of both the events is a res ult of some causes which are 
of the same character, though not always occurring in 
the same conditions. Because of the fact, as it can be 
expected , that there exist an internal relation in the 
course of runoff event or rather in the course of its 
formation, it can be assumed that there exists such a 
relation also in the course of the event "water require
ments of crops". In the same time it must be considered 
the functional relation between the two eventS, which 
can be revealed in the course of their simultaneous 

occurrence; it is possible ruso that thi~ relati on should 
have some historical roo ts. 

In thc analyses made herein (in conformity with Ule 
recent investigation for the case of a (;onstant reservoir 
release) it is as umed that the character of these rclati on~ 
is known and that it is poss ible to determi ne the t ransi
tion functions (functions governing the process) . 

Suhject of research i. the case whcre there exists a 
relation between runoff and demand during a givcn 
period of time and in t he same time, hoth the processes 
considered jointly as an united process depend on the 
recent history of the joint process, i.e., on the hehaviour 
of the process during the preceding time period. 

Presented herein arc the possible so lutions or the 
problem considercd with full understandin g that extensive 
tudies in this direction are still to bc undertaken by a 

largc number of researchers. 

1. Distribution of Irrigation Water Demand in case of 
Correlation between Rainfall and Consumptive usc 

Two major timc periods are essential for the varia
tion in the consumptive usc. The one embraces the 
months of the growing season and the other- the winter 
months, when consumptive use consists only of watcr 
evaporating from soil surface (Figure I) . 

The change in soil moisture content during one of 
these periods can be described by the water balance 
equation : 
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n-I n n+1 
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E E 
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FIGURE J . 

V = W+N-E+ W Ll/J +M ... (1) 

where, 

W = soil water storage at the beginning of the time 
period considered; 

V = soil water storage at the end of the same time 
period; 

N = inflow due to precipitation; 

E = total consumptive use for the time period 
considered; 

W LlII = change in soil water storage resulting from the 
increasing depth of root zone; 

M = depth of water to be applied, such that the 
(I) (0) 

storage should be V . < V < V 
mill max 

The existence of correlation between rainfall and 
consumptive use within a given time period permits to 
establish the distribution of their joint occurrence, using 
their unconditional and conditional distributions, i.e., 
the occurrence of NE for an occurred event E, corres
ponding to a coefficient of correlation l' NE '* O. 

To find the distribution of their joint occurrence it is 
necessary to determine the distribution of the series 

D = NE-E+WLlH . 

Let F(D/E) denote the conditional occurrence 
probability of the deficit D for an occurred consumptive 
use E. Then the unconditional probability of the event 
Dis: 

F(D) = J F(D/E) dP(E) 

E 

... (2) 

The conditional probability of the event F(D/E) is 
identical with the occurrence probability of the event 
NE';PD+E-WLlH . Hence, 

F(D) = f F(D/E) dP(E) = J F(NE ';P D+E- W LlII) 
E E 

dP(E) ... (3) 

As a result of this analysis, the distribution F(D) of 
the deficits D = NE- E+ W LlH can be established. 
Thus, the water balance Equation (1), if M = 0, i.e., 
no irrigation has been applied, reduces to : 

V= W ... (4) 

If ~(VIW) denotes the conditional occurrence proba
bility of the water storage at the end of the time period 
for an occurred content W at the beginning of the same 
period, then using the relationship of the total probability 
we have : 

r/>(V) = J ¢;(V/W) dr/>(W) ... (5) 

w 
where, ;j;(vI W) is the conditional probability of the 
event for the occurred event W. It is equal to the 
occurrence probability of the event D> V - W. 

Thus, Equation (5) can be written as : 

~(V) = J r/>(D >- V- W) dr/>(W) ... (6) 

w 
Equations (3) & (6) can be solved by numeral 

integration of the integral, or by its finite difference 
approximation: 

~(V) = 2: ;j;(V/W) . LltP(W) 
w 

= L r/>(D > V-W) . .6r/>(W) ... (7) 
w 

To find the steady state distribution of the soil 
water storage, Equa tion (7) is to be solved for each one 
of the consecutive periods, starting from a randomly 
selected initial state. 

The soluti on of the problem, using Equation (7) can 
be found according to the following procedure: 

The first step is to discretize the series of soil water 
storages V at the end of the time period considered, 
which is still unknown. For this purpose, taking into 

account v(O) and V(I! , the basic intervals (Figure 2) 
max mill 

can be established by the following recurrence relation
ship: 

(j) 0 . (0 (I) . 
Vmill = Vmax - J Vmax - V min) = Vmax-}m ... (8} 

where, j = 0 ; 1 ; 2 ; 3 ... 

Then the basic intervals are to be divided into sub-
V(O) _ V(I) 

intervals with a step of .6m = ma~R_!!!l!!_ (R is an 

arbitrary whole number) according to the following 
recurrence relationship: 

V(i) V(j) . " 
i = min - /L.:lm ... (9) 

where, i = 0 ; I ; 2 ; 3 ... k 

(j) b . d' h' For all values of V . 0 talDe In t IS way, represen-
I 



A METHOD FOR COMPUTING STORAGE CAPACITY OF A RBSERVOIR SERVING IRRIGATION 157 

Vmox . (01 _ JO) _CO, 
.... --..;..u~a..._--l V"'OX SV"'in !5 VO i!! YO 

_(01 
'_ ' -.------- V'

tOI 
~--------1 V, 

1---------.-- Qr' 
~----------1 viOl 

VIO) 
-- ' -'Vi'];j~---'- ~O) II) 

I-----""'~--~ Y, • Yo 
~.----.- - ---.- Q,(I) 

1---------1 VI (II 
---_._._._._._- Q~" 

~--------I vl) 
III 

-----·i2i------ V., 
Y ",in V (I) '" v.421 

_3(21- ° 
_.-----.-._-- VI 

l-----.--_. V."2) 
(21 f-_.- -----._._ ~~21 

1-__ ____ ._. ___ V
3
(21 

V(J~'n (2L '" 
V3 = Vo 

I-- --.-._._- --_ 

f-- ._._-_. _. _. 

1--_._._-_. __ _ 

1-----------_.-

(jl j+1 
~ _____ __, Vk !5 YO 

FIGURE 2. 

ting soil water storages at the end of the time period 
considered using Equation (7) makes it possible to 

determine their probability of occurrence tf,C vt(j». 

Considering that soi l water content can be kept 

within the range V(1_> < V ~ V (0) by the application 
mill max 

depths m, it follows that the occurrence probabilities of 

water storages V~o) can be obtained by the following 
I 

recurrence relationship : 

ror j = 0 ¢; C v~o)) = tf,C ~o)) = tf,( V~],) 

= tf,C V
O 

) where, V(O) = V max 
max Q 

. _ ( _(0») 
for I = 1 ; 2 .. .. k ¢ Vj = (j) ) V . 

I 

... 10) 

- co) 
where, V. is the average value of the water storage, 

I 

(0) (0) . 
computed from V. and V . • I.e., 

I 1- 1 

- (0) 
V. = 

I 

VCO) _ v(O) 

i - I i 

2 

Using the values of the water storages determined in 
this way and their probabilitie5 of occurrcnce at the 
end of the period , Equation (7) can be solved in the 
next interval until the steady tate is reached. 

On the basis of the steady state. the application 
depths and their probabilities of occurrence for the time 
period considered can be obtained (Figure 3) using the 
following recurrence relationships ; 

. C (I») . M j = I V"IIlX - V . = Jm . mill 
.. . ( I)) 

- - ( j -t 1 ) «(1») for j = 0 cp (Mj ) = cp (Mo) = 4> v . = tf, 1/ . 
mill 1111/1 

for ' =1= 0 ~ (M) = 4>( VU. I 1) ) - r/> ( V (j) ) J J mill 111111 

(where, j = 0; 1; 2; 3 ... 

2. Streamflow Regulation in Case of Correlation between 
Water Supply and Demand and Auto-correlation of 
the Series "Supply-Demand" 

The solution of streamflow regulation problem can 

-_~ 

Mo 
Mo=Om=0t==:~==:t==~~~~~==:Jr--

~'Mjl ~'MZI~'MII ¢(Mol-
1 

FIGURE 3. 



158 KOTOV, KRAFTI AND POPOV 

be achieved by means of the reservoir balance equa
tion describing, its state during two consecutive 
years(1)(2,)(3). 

For the /I-th and (n- J )tl1 years the balance equation 
becomes (Fi gure 4) : 

n-z 

x = y+S-~1 

)' = Z+t- (% , 

t 
n-I 

FlGURE 4. 

s 
n 

. . . (12) 

where , .\" = reservoir storage at the end of the II-th 
year ; 

)' = reservoir storage at the beginning of th e 
n-th year, or at the end of the (n- 1)th 
year , respectively; 

Z = reservoir storage at the eod of the (n- 2)th 
year, or at the beginning of the (n- l)th 
year, respectively; 

S = inflow to the reservo ir during the n-th 
year ; 

1 = the same during the (11- 1 )th yea r ; 

IXs = water delivered from the reservoir for 
irrigation during the n-th year; 

c 
F" = maximum area to be irrigated ; 

ms = annual application depth during the /I-th 
year, which determines in fact the random 
pro perty of the reservoir release. The 
subscripts s denote the presence of relation 
between inflow to the reservoir aod demand 
for water or release from the reservoir 
re pectively; 

<x, = release from the reservoir during the 
(n- I)lh year, which depends also on the 
a nnual inflow 1. 

The presence of dependence connecting water inflow 
and use within a given year makes it possible to 
determine the di stribution of their joint occurrence by 
means of their unconditional di stributions and the 
conditional distribution, i.e., the occurrence distribution 
of as, for an occurred s [e ve nt as/s-P (a./s)]. 

The distribution of their joint occurrence can be 
determined by means of Equations (3) & (7). 

Because the series <XI is limited (tX.max = F; mmox) it 

is more convenient to use another form of representa
tion . 

For the case considered Equation (3) can be written 
as : 

F(D) = f FC ~) dP (IX,) = f F(S~D+a~) 
s 

dP (IX,) ... (13) 

where, the conditional probability F(S) is the probability 
of the inflow S (S must be equal or greater than D +cxs), 
determined from the conditional distribution of S/al. 

On the basis of this analysis the distribution f(D) of 
the deficits D = S -as can be found . 

Thus, the balance Equation (12) can be rewritten as: 

x = y+D" ; y = Z+Dn- l ... (14) 

The joint solution of these equations yields: 

x = Z + D"_l+D" . . . (15) 

Equation (15) shows that reservoir storage x at the 
end of the n-th year depends on the storage Z at the end 
of the (n- 2)th year and on the deficits D during the 
/loth and (1I - 1)th years, which have the same uncondi-
tional distribution F(D) , but according to the statement 
of the pro blem they have an auto-correlation and hence , 
DII depends on the values that DII- l had occupied. 

If we denote by rp (x/2) the conditional occurrence 
probability of the storage x for a n occurred storage Z 
[during the (n- 2)th year] then using the formula of the 
total probability (2) we have : 

rp (x) = rrp ( ~ ) d rp (Z) ... (16) 

Z 

Besides , 

and the conditional probability cp ( ~ ,Dn_1) of the 

event x for the occurred events Z and D II - 1 equals the 
occurrence probability of the event 

D" , x- Z - Dn- I> i .e. , F (Dn "); x- 2 - ~::~ ) 
Therefore, Equation (7) can be rewritten as follow s : 

rp(x) = J J FC ~:-J d F (DfI- i) drp (Z) ... (17) 

Z D .. - l 

Reaching the steady state (after N-transitions, where, 
N is a sufficiently great number) the two distributions 
cp (x) and rp (Z) coincide (in fact these are the same 
series) and Equation (8) can be written as follows: 

J J -C DII) -tfo (x) = F DfI- l d F (DfI_I) d rp (x) ... (18) 

xD 
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In a finite difference form Equation (18) becomes : 

4>(x) = 2 b.4>(y) 2 F(~~l )6F (Dn-l) 
y D 

... (19) 

or 

-- ( Dn ) F -D .fD 
11-1 

... (20) 

where, Mj is the occurrence probability of the storage Xi 
that determines the unconditional distribution of the 
reservoir storages. The use of the new symbol means 
that it is considered not the theoretical distribution 
rp (x), but the distribution obtained by numeral calcula
tions. 

Mi represents the probability of the initial storages 

y, de~rmined according to the discretized series Mj. 
That is, 

i - j 
M b. = Mj_l-Mj 

where, fD is the occurrence probability of the event 
Dn_ 1 (D = Dn_ 1). 

The solution of the problem by means of Equa-

tion (20) can be obtained according to the following 
procedure : 

The series of the reservoir storages Xl> which is still 
unknown is discretized using the basic quantities x,,=O 
and x" = ~ (~ = storage capacity of the reser\' ir) as 
well as fI .. values of x (in the inler al 0.0- ~). 

It is convenient to divide the interval O-~ into 11,.- I 
equal increments. The more the sturdied value (If . the 
greater the accuracy, but longer the solution of lhe 
problem. 

The discretized val ues of the water sl nrage • denoted 
by )'/ are determined a a mean value of x, between two 
adjacent value of x, that is 

.\'j-l +x} 
2 J'j _ j = 

i . 
The probabilities M 6 wh ich are III the sum 

represent the differences between the values of M, that 
are to be determined : 

i _ j 0 

M 6 = Mj-l-Mj. For Yu=O, M 6 = 100 - M,,; 

Ij 
for Y" .<+2 = ~ M 6. = M(3. 

The unconditional distribution of the deficits}) is 

TABLE 1 

Annual Runoff (W), Application Depth (M), Rninfall (N) and Consumptive use (E) for Ute period 1936-1117 1. 

1936 441.0 120 230 397 1954 305.6 318 183 524 
1937 554.4 38 358 360 1955 463.0 136 303 397 
1938 453.6 242 193 508 1956 485.1 217 347 441 
1939 296.1 177 242 451 1957 415.8 165 384 402 
1940 516.6 63 434 322 1958 412.8 370 154 604 
1941 500.8 112 372 342 1959 296. 1 129 305 367 
1942 425.2 203 228 448 1960 459.9 133 268 41 5 
1943 333.9 184 263 442 1961 293.0 192 222 442 
1944 752.8 115 250 417 1962 368.6 344 123 535 
1945 378.0 345 128 654 1963 557.6 149 237 465 
1946 346.5 320 135 663 1964 277.2 181 266 38 1 
1947 302.4 166 322 470 1965 400.0 257 174 462 
1948 633.2 186 222 477 1966 337.0 139 259 369 
1949 201.6 151 272 461 1967 419.0 88 288 322 
1950 293 .0 442 84 650 1968 21 ).0 226 305 459 

1951 396.9 126 242 434 1969 378.0 159 332 422 
]952 201.6 354 130 599 1970 381.2 143 304 375 
1953 419.0 274 176 469 1971 327.6 155 296 413 

NOTE-The runoff is calculated for 
(May to August). 

the bydrologica I year and the other values- for the maize growing :-.eason 
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discretized and as a result of this tbe occurrence 
probabilities of a given discretized value of D is 
obtained . 

It is assumed that x takes consequently the adopted 
values of Xj. 

One equation of the type (20) corresponds to any 
particular value of x. For any particular value Xj the 
sum ~ is evaluated. For a given value of (for an 

Dn- l 
adopted already value of j) and for any discretized 
value of D = DII_l (computed from the unconditional 
distribution of D) the value of DII = Xj-Yi.-D"_l is 
determined. For this value, using the conditional 
distribution of DII/D"_l, ff (DII/Dn_l) , the conditional 
probability FdU = F (D ';p X) - YI- D"_l/D,,_l) can be 
obtained. The same procedure is to be repeated for all 
the combinations between yi and D"_I. The solution 
of this first part of the problem in matrix form, after 
determining the matrix of the transitions is : 

[Ao], Ali, A~I .. ·A"H,j] = [/1/2 ' . .fll] II Ed/) II 
where, j = con st. 

.. . (21) 

For the other values of Xj the new matrix of the 
transitions II Ai} \I is computed in a similar manner. 

The second part of the solution is to work out a 
system of equations, through which the values of Mj can 
be determined. To obtain these equations the following 
recurrence relationship is used: 

n.<+l 
MJ (I + AJl- A)+l, j) = 100 Aoi + ~ (Ai+l' j-AI}) Mi 

; = 0 
... (22) 

(for i = j). 
The solution of the system obtained gives the probabi

lities M) of x) as well as the unconditional distribution 
of the reservoir storages. 

C?n the basis of the foregoing analyses, some 
relatIOns between the runoff and demand for irrigation 
water have been developed for the natural conditions in 
Bulgaria. As an example, the annual runoffs of !skar 
River, immediately upstream from Iskar Dam, and the 
average annual water application for the crops grown 
in Sifia J rrigation Project are listed in Table 1. Iskar 
Dar.n is the main supply source for this irrigation 
prOJect. 

It was found that the relation between the runoff 
and the demand for irrigation can be characterized by a 
coefficient of correlation r = ~0.389. It was found 
al~o that a very poor auto-correlation (r = -0.187) 
eXists between the annual demands but there is not any 
auto·correlation either between the application depths 
of the different years (r = -0.078) or between the 
differences "W - M" during the same years (r = 
- 0.0.98). 

A very good coefficient of correlation is obtained 
for the relation between rainfall and consumptive use 
during the growing SeaSOn (r = 0.80). 

It can be expected that for the other regions in 
Bulgaria the foregoing relations are characterized by 
similar values of the correlation and auto-correlation 
coefficients. 
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SYNOPSI 

In Switzerland there are principally three schemes for the protectioll of the areas 
lying below reservoirs in.ffood catastrophes caused by the failure of the dams. 011 the 
one hand, there are specifications laid down for the proper dimensioning of the dam to 
be carried out by experts and on the other hand, by cOllstant supervision of the dam the 
danger of a possible failure of tire dam is greatly reduced. Tire third schemr is 
concerned with the measures to be taken ill all emergency. Included in these emergency 
measures is the lowering of the water in the reservoir. Of the many different questions 
which are of practical relevance with regard to the emptying of a system of reservoirs 
this paper concerns ilse(f with two, namely, the minimum time span "beginning of 
water [owering" to "end of water lowering" of a reservoir system, and with the 
question of the least sum of lowering times for all the reservoirs. H ere it is assumed 
that all the reservoirs are in equal dallger, i.e. , 110 one rese/'l'oir has priority with 
regard to emptying. Using a simple model the optimum emptying programme is 
determined within the given constraints, first fol' a single reservoir and then for various 
reservoir systems. 

(c) Destruction by sabotage or in war. 

Switzerland has about 50 reservoirs at its disposal 
for hydro-electric power production containing from 10 
to 400 million m3 of water. This means that in Switzer
land having a surface area of only about 40,000 km2, 
there is more than one reservoir to every 1,000 km'. In 
the mountainous regions which are more suitable for 
the construction of reservoirs the relationship becomes 
as much as 2 or 3 reservoirs every 1,000 km2• 

In all 3 cases it is not only the dam itself which is 
affected but also, when the reservoi r is completely or 
partly full , a low lying area which is usually extensive. 
For with a large breach in the dam th e mass of water 
which is released rushes down tbe valley as a flood wave 
bringing devastation with it. Tbe results are si milar to 
those of a sudden flood catastrophe with the additional 
tragic element, that this catastrophe cannot simply be 
regarded as an 'act of God' over which we have no 
control, but can be traced back to a construction failure 
occurring under natural conditIOns or caused by human 
interference. 

It is, therefore, understandable that Switzerland, 
which is proportionately densely populated, pays great 
attention to the safety of its reservoirs and to the dams 
associated with them. In connection with this it is valid 
to consider various hazards which may arise, which can 
only be briefly outlined here: 

(a) Failure under normal conditions 

(b) Failure resulting from unforeseen earthquake 
effects 

Three methods are employed to enSure the avoidance 
of such a catastrophe, which can be described under the 
following headings: 

(I) Expert dimensioning of the dam. 

(2) Constant supervision of the dam. 
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(3) Emergency measures for the dam and in the 
low lying areas. 

Owing to lack of space the first tw~ methods are 
only to be gone into here in as far as ~hey IDflue~ce the 
third, for it is the third method which we partICularly 
wish to deal with. ..... 

OBSERVATION 
POST 

.... .. ~ 
The third preventjye J?ethod, that is, ~easure~ to be 

taken in an emergency will be b~ought Int? aC!lon as 
soon as a failure of the dam, or Its . destruct~on, IS to be 
feared. At the same time related InformatIOn can be 
obtained from the constant supervision of the dam and 
from the intelligence service over possible sabotage or 
war designs. Depending on whether or not the da~ger 
is imminent two different plans may be followed,. eIther 
the setting off of a water alarm t('gethe~ with ~he 
evacuation of the threatened area, or the rapid lowenng 
of water in the reservoir. 

I. Water Alarm and Evacuation 

The so-called water alarm is set off when in a full or 
partly filled reservoir, a dam sud~e~ly bre~~s or threa
tens to break. This is done by cIvil or mIlItary bO~les 
which essentially have at their disposal the folloWIng 
mean of action: 

With the aid of a local alarm system, an alarm is 
sounded in the areas, which will be reached by the flood 
wave within a period of less than two hours. The. alarm 
is given by deep toned sirens, which are set up 1D the 
areas and which can be set off by !Deans or a very 
reliable transmission system. Figure 1 gives an Idea of 
this scheme(l). 

After the alarm has been sounded the population of 
the area concerned must take action itself in carrying 
out the evacuation of tbe zones mapped out before hand. 
This demands, of course, that the popul~tion has 
previously been made well aware of the pOSSIble scale 
of the flood wave and of the escape routes. 

For this purpose leaflets are espeCially useful which 
give details of : 

-the scale of flooding 

- the means of giving the alarm 

- purposeful behavior in the emergency. 

Figure 2 shows a section from such a leaflet exem
plifying thi. (2). It deals with information concerning 
the city of Zurich if the dammed upstream water mass 
of the Sihlsee (total water volume 96 million mS) is 
suddenly set free. As calculations have shown(3) thi s 
water would reach the city of Zurich in I i hours and 
certain quarters there would be flooded by up to 8 m of 
water. The area which is reached by the flood wave 
after 2 hours at the earliest will be informed by the 
so-called long distance alarm. This is broadcast 
primarily by radio ' and results in an evacuation 
organized by the specially trained civil service. 

WATER ALARM 
_~IREN ...-- ,,/ 

~ / 4. -f\. - :_ - " . - ~ V I 

I 

WATER ALA~~ 
SIREN / 

~~' 

I 
I 

I 
I 

I 

I 
I 

I 
I 

I 

, 

I 

I 

~ , 
I 
I 

I 
I 

WARNING 
RADIO STATION 

FIGURE 1 : Structure of a water alarm system. 

2. Tbe Rapid Emptying of Reservoirs 

Prevention is, of course, to be preferred to a warning 
system. 

A reservoir can be lowered if there is Sufficient time 
between the awareness of the danger threatening and 
its actual occurrence. The method consists in a 
complete or partial emptying of the reservoir through 
outlets in the base (bottom outlets), and if possi
ble by turbines. By this meanS attempts are made 
on the one hand to empty the reservoir as quickly as 
possible to a safe level, whi le on the other hand ensuring 
that the water which is released causes no damage 
further downstream. 

For such a case the bottom outlets should be 
properly dimenSioned. In addition the responsible 
organizations should be well trained. No difficulty ari es 
when small or middle sized streams flow into the 
reservoir, but the case is different with large inflows. 
For it is not usually possible to conduct a lot of stored 
water away in addition to the big inflows without danger 
to the low lying regions. Fortunately, however, in the 
Swiss reservoirs-which act as seasonal reservoirs to 
store the surplus water from the summer for the winter-
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FLOOD ZONE SIHLSEE 

LEGEND : 

wu~ THE MOST ENDANGERED 
-:t, 

• .. DIRECTION OF EVACUATI6-

_._.- DIVIDING LINE 

o 500 1"500 m 

FIGURE 2 : Memorandum for tbe evacuation of tbe city of Zurich In the case of a flood alarm after (' )-
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it is seldom that large inflows and a full reservoir occur 
at the same time. 

2.1 Lowering the Water in a Single Reservoir 

The emptying of a single reservoir is an operation 
which can be easily summarized. The bottom outlets 
which are present as a meanS of discharging water, and 
the outlets for normal working must be opened as wide 
as possible if the reservoir is to be lowered in the 
shortest possible time to a safe reservoir level. 

This means of draining away the water is limited on 
the one hand by the capacity of the bottom outlets and 
on the other hand by the a bility of the downstream 
channels to discharge more water. 

CHECK POINt. 

FIGURE 3 : Diagram of a single reservoir. 

Using the symbols of Figure 3, namely 

S = Volume of water to be emptied 

V = Volume of water in reservoir 

1 = Reservoir inflow 

o 

D = Discharge from reservoir through bottom 
outlets 

C = Capacity of bottom outlets 

Q = 'Natural' flow at a check-point in the river 
course 

HQ = Maximum possible flow at the check-point 
t = Time 

the hydraulic relationship can he simply formulated by 
means of the continuity equation, 

whereby, 

I - D = dV 
dr 

D f(,C 

D ~ HQ -Q 
C = C(V) 

Of course, a lowering is only possible if the flow into 
the reservoir does not exceed its discharge capacity, 
i.e., if 

1 < C 

or 1 < HQ - Q 

The larger the difference 

D - J 
the quicker the lowering of the reservoir. 

If one supposes that the inflow I and the 'natural' 
flow Q do not vary with time during the lowering period 
and that the outflow capacity is limited not by C but by 
HQ, the shortest lowering time results from 

I-(HQ- Q) = ~ 

or [l- (HQ- Q)] J dt = J dV 
T S 

T= S 
HQ- Q- I 

If the outflow capacity is limited by C and not by HQ 
then the continuity equation cannot be solved so easily. 
For the capacity of the bottom outlets is dependent on 
the reservoir level and therefore, on the water content 
of the reservoir. 

If this capacity depends only on the size of the 
bottom outlets- in an emergency the turbines are not 
used if possible- the relationship is mostly of this kind : 

C,....,~V 

and so in the upper two-thirds of the reservoir it does 
not play an important part. As long as the reservoir 
does not have to be emptied of more than about these 
two-thirds, the approximate capacity of the bottom out
lets can be taken to be an invariable. 

Under these conditions the shortest lowering time 
becomes: 

T =_S_ 
C-I 

Of course, it would not be difficult to introduce the 
relationship C = C(h) exactly into the continuity equa
tion and to solve this numerically, to ascertain the 
shortest lowering time. The simplifications introduced 
here, however, are made in connection with the next 
section. 

2.2 The Lowering of a System of Reservoirs 

The lowering of several reservoirs within the same 
catchment area, i.e., of a system of reservoirs, is a com
plex operation because the outflows from the various 
reservoirs are superimposed at the check-points. In 
addition to this the outflows from higher-lying reservoirs 
add to the inflows into the low tying reservoirs. Because 
of this the lowering programme is all the more compli
cated; the optimum lowering programme-i.e., that 
which leads to the shortest lowering time for the whole 
reservoir system-cannot, therefore, be given directly. 
It must be ascertained much more on the basis of an 
optimum calculation, which is the usual procedure in 
Operations Research-

If one accepts the conditions introduced in the 
previous section : 

(I) The inflows I are independent of time 

(2) The capacity of the bottom outlets C is indepen
dent of volume 
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(3) The 'natural' flows Q are independent of time 
then linear programming is especially suitable 
for the treatment of the various questions 
arising. 

Several questions and cases can be dealt with, for 
example: 

Question A : which progra~me of lowering results in 
the shortest time span between the 
beginning and ending of water lowering 
in the reservoir system ? 

Question B which lowering programme results in the 
smallest total of lowering times of the 
individual reservoirs? 

Case (a) all the reservoirs are equally in danger, i.e., 
no single reservoir bas priority with 
respect to lowering of the water 

Case (b) the reservoirs are not in equal danger: 
one or several of them has claim to 
priority 

Question A can be understood as it stands, but question 
B exhibits a certain heuristical character, and it is 
especially interesting in connection with case (b). 

In what follows some relevant solutions will be put 
forward with regard to questions A and B and case (a) . 
Case (h) is not treated on account of lack of space. 

2.2.1 Two Parallel Reservoirs 

Assuming case (a), where no reservoir has priority 
the optimum lowering programme for the reservoir 
system shown in Figure 4 should be sought. The defini
tion of the problem in terms of linear programming runs 
like this : 

FIGURE 4 : Diagram of two parallel reservoirs. 

Parameters of the System 

SlJ S2 = Volume of water to be emptied 

II' 12 = Reservoir inflows 

Cl , C2 = Capacity of bottom outlets 

Ql' Q2' Qa, Q. = 'N~tur~I' flow~ at the check
POlDtS 10 the fiver course 

HQI' HQs, HQs , HQ. = Maximum po sible flows at the 
check-points 

Decision Variables 

D1• D2 = Discharge from the reservoirs 

Constrain Is 

D1 >O 

D1>I1 

Dl ~Cl 

Dl <HQI-Ql 

D1<HQa-Q. 

Assumptions 

D2 <C2 

Df ~ HQ2-Q2 

Dl+D2~HQ4- Q. 

Continuous discharge . 

The lowering times Tl and T2 of the individual reser
voirs are equal (sec below). 

Objective Function 

The discharges from the re ervoirs should be maxi
mum, which with respect to question A and case (n), 
means the same as the shortest time of lowering tbe 
water. 

D1+D2 - Max . 

This objective function leads in many practical cases 
to a parametric solution, i.e., the objective function 
coincides with a boundary of the feasible policy space. 
It can be proved , however, that the time span "beginning 
of lowering" to "end of lowering" of the whole reservoir 
system is smallest when the water lowering times TJ and 
T2 of (he individual reservoirs are equal to each other . 
This is independent of whether the lowering of the 
reservoir is carried out continuously or discontinuously 
(Figure 5). 

With two parallel reservoirs this conclusion leads to 

TJ = T2 
and 

or 

So an additional constraint is obtained, viz., tha t the 
optimum solution must lie on the line TJ = T2• 1n this 
way a definite so lution is obtained. 

Now tbe objective function is to be maximized while 
observing the constraints. This can be carried out either 
analytically with the aid of the.Simplex Algorithm, or in 
the two-dimensional case also graphically. 

]n Figure 6 the solution of the problem for t~e 
following values of the parameters of the system I~ 
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FIGURE 5 : Methods of lowering . 

presented in graphical form 

Sl = 50'106 rna 

II = 5 rns/sec 

C1 = 50 rn3/sec 

Ql = 500 rns/sec 

Q2 = 400 rna/sec 

Qa = 600 m3/sec 

Q, = 800 rn3/sec 

s~ = 40'106 mS 

12 = 3 rn3/sec 

C~ = 40 rn3/sec 

HQl = 570 m3/sec 

HQ2 = 460 mS/sec 

HQs = 660 rns/sec 

HQ4 = 880 rn3 {sec 

The optimum discharges obtained are : 

Dl = 45 m3/sec, D2 = 35 mS/sec 

This gives a minimal time span from "beginning of 
lowering" to "end of lowering" for both reservoirs of : 

Tl = T2 = T = 1:25' 106 sec = 347.2" 

If question B, case (a) is posed, regarding the 
optimum ernptying programme by which the least sum 
is arrived at for the lowering times of all the reservoirs, 
then the answer cannot be found in this way. In this 
instance the condition Tl = T2 is no longer valid. 

Figure 7 shows several emptying programmes. 

Here it is shown that the time span ('beginning of 
water lowering" to "end of water lowering" in the case 
Tl = T2 is smaller than or at most equal to the values 
obtained in the cases Tl =F T2• On the other hand the 
total Tl + T2 of the times of water lowering in the case 
TI = T2 can be greater tban in cases TJ =F Ta• 

If the lowering of water is continuous, the optimum 
lowering programme is obtained by minimizing the 
total of the times of water lowering of the individual 
reservoirs. 

02 m"1 

'0 

30 

. 
20 ~Q 

", 
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10 
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0 
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FIGURE 6 : Graphicnl solution for two parallel reservoir 
[Question A, Case (a)1. 

By introduction of the additional parameters 

1 1 
Bl = D J Bs = D I 

1- 1 Z- 2 

the objective function takes the form 
B1S1 + B2S2-+Min. 

The constraints (with the same input values as before) 
are then formulated as follows: 

\ 
BI ~ 45 = 0.022 

1 
Bs > 37 = 0.027 

1 
BI ~ 6S = 0.Q15 

1 
Bs ~ S7' = 0.017 

1 
BI > 5'5" "'" 0.018 

and 
1 1 

----:0-+ - B ~ 72 
1 2 

The objective function and all constraints are linear 
up to the last which is not linear, so that the problem 
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FIGURE 7 : Progcammes of lowering for two parallcl reservoirs. 
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can be solved in spite of this with linear programming. 
For the numerical solution the last condition bas to be 
linearized. The problem is graphically portrayed in 
Figure 8. 

(s/m 31 B I 

0,15 

0.10 

0 .05 

I 
I 
I 
, It-,- .... 
I ~ ,ID 
I 

, I 
I I 
\ I 
\ I 1 

B, • 45 ----------------

0,05 0,10 0, IS 0,20 B2 

FIGURE 8 : Grllphical solution for two parallel reservoirs 
(Question D, Case (a)] . 

The optimum rates of discharge resulting are 

Dl = 43 m3/sec, D2 = 37 mS/sec 

And the total of the water lowering times is 

T) + T~ = 1.3l·1()G + I.1S·106 = 2.49' 106 sec 

So this total is smaller than in the case Tl = Tz 
(2.5'106 sec). On the other hand the time span "begin
ning of water lowering" to "end of water lowering" of 
both reservoirs together is greater (1. 31'106 compared to 
1.25'106• see Figure 7). 

If the lowering of water is discontinuous, taking the 
initial values as D. = 40 m3/sec, De = 40 mS/sec, the 
smallest total of the lowering times obtained is 

Tl + T! = 1.0S·106 + 1.35'10° = 2.43.108 sec 

The shortest time span. from "beginning of water 
lowering" to "end of water lowering" of both reservoirs 
is greater too (1.35'100 compared with 1.25, 106 sec, see 
Figure 7 and Table I) . 

Question /case 

Ala 
Bla 

TABLE I 

Summary of results. 

Lowering time in [IO"sec] 

Reservoir I Reservoir I Reservoir 
system 1 2 

1.25 

1.31 

1.25 

1.31 

1.25 

1.18 

Total of 
lowering 

times 1 + 2 
[W'sec] 

2.50 

2.49 

D, a I 

FIGURE 9 : Diagram of two reservoirs in series. 

2.2.2 Two Reservoirs in Series (Figure 9) 

For the same problem question A. case (a) as in 
2.2.1 •. the shortest time span from "beginning of water 
lowermg" to "end of water lowering" is determined by 
maximizing the objective function 

Dl + D,-Max. 

while observing the constraints 

D) ;> II D2 > Dl + Q1 
Dl <; C1 Da ~ C: 

DI <; HQI-Ql Da ~ HQ2-Qa 

and the additional condition 

D D S. Q S1 S2 
)- 2'S

1 
+ S2 + l' SI + S. - [I' SI + S2 =0 

2.2 .3 General Reservoir System 

According to question A. case (a), the smallest time 
span between "beginning of water lowering" to "end of 
water lowering" of tbe system shown in Figure 10 is to 
be found, when no reserovir has priority. 

Parameters of the System 

SI, S2" ......... ...... ",S8 : Volume of water to be emptied 

11' /2 > la, It> 16, 17 , 18 : Reservoir inflows 

CI • C2 .................. Cs : Capacities of bottom outlets 

Ql' Q2 · ...... · .... · .. ... Q16: 'Natural' flows at tbe check-
points in the river course 

HQl' HQa ........ · HQls: Maximum possible flows at 
the Check-points 

Decision Variables 

D l • Da .......... · .. .. ... Ds : Discharges 

Constraints 

D/ <; C; 

DI > I; 
D/ > Di-l + QI-l 

D/<;HQi-Q/ 

Dl ~ HQll-Qu 

3 
l: DI ~ HQ.-Q, 

1= 2 

i= 1, ..................... ,8 

i = 1,2, 3,4,6, 7, 8 

i = 5 

i = 1, .................... , 8 
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FIGURE 10 : Diagram of a system of H reservoirs. 

7 
1: Di ~ HQlo- Q10 

; = 6 

3 
1: Di ~ HQ12-QU 

; = 1 

S 
1: Di ~ HQ13-·Q13 

i = 1 

7 
1: DI <; HQ)4-Q14 

i = 1 

8 
1: D, ~ HQl~-Q16 

; = 1 

Additional conditions for the lowering times: 

~=~=~=~=~=~=~=~=T 

Objective Function 

8 
1: D<-Max. 

; ... 1 

i.e., the problem can be formulated through a system 
of a linear objective function and linear constraints 
and as a result it can be solved with the Simplex
Algorithm; 

3. Final Remarks 

In order to simplify the model it was assumed that 
the outflow D and the capacity of the bottom outlets C 

a re independent of the volume of water in the reservoir . 
In reality, however. these are independent . As 
previously mentioned, for most of our reservoirs it is 
valid to neglect the changes of outRow for a lowering 
of the water in the upper half of the reservoir (or of 
the upper two-thirds of the reservoir storage capacity). 
If this as umption does not apply to a reservoir sy. tern, 
the reservoirs can be subdivided into sub· re ervoirs 
according to their volumes . Within these suh-reservoirs 
the outflow D must in addition fulfil the condi ti on 

Di max = A. / TiJ-hi ilia=-. F 'v J + ~~J' 
hi max: Height of water of the upper limit of the i-th 

sub-reservoir a bove the bottom outl et 

~ ; : Losses 

F : Cross-section of bottom outlet. 

The inflows I and the 'natural' flows Q at the check
points are in reality not constant a~ assumed. Since, 
however, at the beginning and during the lowering 
process the future inflows arc unknown and their 
prediction for the period of lowering is very uncertain, 
it is not possible to give the optimum lowering pro
gramme beforehand with any degree of certai nty. Taking 
account of this fact the optimum emptyi ng programme 
is only found by chance: in most cases a solution is 
obtained near to the maximum . As a consequence of 
these considerations, the values of I and Q in the result
ing computation are time invariant, i.e., anticipated 
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values of 1 and Q were used . The inflows and the out
flows are uniform during the complete loweringprocess. 

With the aid of sensitivity analyses the sensitivity of 
the solution to parameter changes can also be investi· 
gated , and so valuable indications to critical factors can 
be obtained. 

The solution of the problem is achieved by means of 
linear programming. The advantage of this analytical 
method of optimisation lies in its simple applicability 
and in the fact that a direct solution algorithm exists, 
which enables an optimum solution to be found. The 
disadvantages are the requirement of a linear objective 
function and of linear constraints. 

For some possible questions linear programming is 

not suitable, or of only limited suitability. It is possible 
in these cases to use other solution techniques, like 
dynamic programming (for sequential decision 
processes), simulation (for mathematical or analogue 
models, coupling effects) and heuristical methods. 
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SYNOPSIS 

A series of hydraulic models were used to study the sedimentation characteristics 
of reservoirs. Configurations 0/ water bodies were moulded within a large basin which 
has its own water Circulating, flow metering, and sediment Jeeding equipment. The 
physical aspects oj siltation observed in the models included the formation of topse! alld 
bottomset beds, sediment bed slopes, disposition of the silt , and the effert of res{'rII(Jir 
shape on sediment distribution. Bed load equntions proposed by Kalillskc and Einstein 
as well as other researchers were investigated. Flow reSistance formulae determined hy 
Richardson and Simons, Liu-Hwang, alld others, werl! ellalltated. The resenoir 1110 leis 
were Jound to be very useful as a laboratory aid 10 resolve some of the problems 
associated with reservoir sedimentation. 

Introduction 

The feasibility whether a river basin development 
project could be undertaken successfully in economic 
terms sometimes depends on the useful life of the 
impounding reservoir. Most reservoirs eventually die of 
sedimentation. In the planning and development of 
water resources projects, it is essential to be able to 
estimate the useful life of the reservoir and in order to 
be able to determine this factor, a knowledge of the 
siltation characteristics of reservoirs is necessary. 

The volume of a reservoir could often be expressed 
in terms of the depth by a relation of the form, 

G=KHm ... (1) 

in which, G = reservoir capacity; K = coefficient, 
H = reservoir depth ; m = a constant. The mode of 
silt depOSition, besides other factors, would be influenced 
by the configuration of the water body. One method of 
claSSifying reservoirs would be by its sbape and Equation 
(1) suggested a procedure which was adopted by the 
U.S.B.R.(1,. Sutherland(2) defined mathematical shapes 
by assigning values to the exponent m consistent with 
the physical aspect in a similar manner to the U.S.B.R. 
as given in Tabl.e J. 

Value of m 

1.0 to ].5 

1.5 to 2.5 

2.5 to 3.5 

4 

TADLE I 

Reservoir shape 

Gorge 

Hill 

Flood plain-foothill 

Lake 

For any given reservoir depth, H, the capacity increases 
as the value of m gets larger . 

The rate of loss of life storage in a reservoir is always 
an important consideration to determine, besides the 
economic practicability of the project, also the planning 
of replacement storage. In this respect, the slopes 
assumed by the topset, foreset. and bottomset beds play 
an important role. It would, therefore, be very useful 
to be able to calculate the magnitude of the sediment 
gradients with good accuracy. The various bed load 
equations available. such as by Kalinske, Einstein , and 
others, were tested in the hydraulic models where non
uniform flow prevailed. Besides the sediment slopes, 
the manner in which the silt is distributed within the 
reservoir is also of great significance. 

171 
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To resolve the many problems related to the deposi
tion of silt in water bodies, some of which are not 
readily amenable to mathematjcal solutions, hydraulic 
models were used. This paper deals with the observa
tions made on these reservoir models, analysis and 
discussion of the results. 

Experimental Program 

Sedimentation models of a wide range of simple and 
compound shapes were used to investigate reservoir 
siltation in the laboratory. The bed slopes of the model 
reservoirs were also varied over an appreciable range. 
Various inlet channel conditions were also tested. Over
flow weir type and undersluice outlets were incorporated 
in the models. A calibrated hopper at the intake fed 
the sediment into the flow. The rate of sediment dis
charged into the inlet could be varied during the duration 
of the tests if desired. Reservoir models were built 
inside a large 1.52 m wide X 1.22 m high basin using 
cement-sand mortar, plexiglass and wood. The models 
have widths of from 0.15 m to 1.2 m. The cross-sectional 
shapes ranged from rectangular, trapezoidal, to sections 
with compound curved sides. 

Water was circulated by a centrifugal pump motor 
unit capable of handling flows of up to 0.04 m3/s. 
Triangular notch weirs were used to measure the flows. 
Water levels were measured by point gages. Miniature 
current meters were available to probe velocity profiles. 
Silica sand with a specific gravity of 2.65 was used as 
sediment. The grain size of the sediment varied from 
0.05 mm to 2.0 mm. 

Analysis aDd Results 

investigation of mobile boundary flow normally starts 
with an analysis of bedforms which controls the skin 
friction of the channe). An equation governing water 
flow and another expressing sediment discharge are also 
essential. Topset, foreset , and bottomset sediment beds 
are important features of the siltation process. The 
mode of disposition of the silt accounts for the filling of 
the peripheral reservoir space. 

Bedforms 

The division of channel roughness into two parts, 
namely, skin friction and form roughness due t? bed
forms, is a popular procedure adopted to determlDe the 
total resistance of the stream. Bedform diagrams 
delineating tbe state of the active bed, such as ripples, 
dunes, and others, were presented to describe the pheno
menon. These figures are sometimes accompanied by 
visual sketches of the shapes of the bedforms but lack 
the exact detail dimenSioning to define their geometric 
configuration. 

One of the earliest bedform diagrams is that due to 
Shields as reported by Brown(3) in which the entrain
ment function 't /y (S.-I)d is related to the particle 
Reynolds' number d.; ;rp I v to describe the inCipient 

movement of the sediment in which or = critical boun
dary shear; y = unit weight of water; S, = specific 
gravity of the sediment; d = grain size; v = kinematic 
viSCOSity of the water; p = water density. 

Two other researchers who described bed activity in a 
manner not unlike that of Shields, is Liu and Hwang(4). 
The Liu-Hwang bedform mechanics diagram utilizes 
the dimensionless products V./w and wdJv in which 
V. = (gDS)1/2 = shear velocity; g = acceleration due 
to gravity; D = flow deptb; S = energy gradient ; 
w = fall velocity of spherical particles. 

Departure from the use of dimensionless parameters 
was made in Simon's diagram given by Graf(5) which 
made use of the dimensional product 't"V termed stream 
power plotted as the ordinate and the mean grain size, 
d, as the abscisse where, V = mean velocity. 

There is a close resemblance between tbe Shields and 
Liu-Hwang methods in relation to the choice of dimen
sionless products. In the procedure proposed by Simons, 
the specific gravity of tbe grain and fall velocity are not 
represented in the variables. There are advantages in 
the utilization of dimensionless products in describing 
transport phenomenon and appeals to other researchers 
such as Allen(O) and Valine). 

Both the bedform diagrams of Simons and Liu
Hwang were used to predict sediment activity in the 
models . Within the range of visual accuracy in relation 
to the two diagrams, there did not appear to be a strong 
preference for either. The two procedures predicted a 
proportionately greater percentage of dunes than ripples 
as compared to the visual results. 

Water Flow 

An equation relating the discharge or mean velocity 
to the energy gradient and channel parameters such as 
flow area, hydraulic radius and a roughness coefficient is 
necessary to calculate the conveyance of the stream. 
Depending on the nature of the problem as to which 
quantity is taken as the independent variable, the alter
native description of flow resistance equation is also 
commonly used. The Chezy and the Manning equations 
have weathered the passage of time and are widely used 
in rigid boundary flow in which the skin friction rough
ness need only be considered. 

It is, therefore, not surprising that the water dis
charge relations in erodible channels with sediment 
transport falls back on the rigid boundary equations. 
Richardson and Simons (8) made use of the Chezy 
equation for mobile channel hydraulics. In order to 
take into account roughness effects due both to surface 
grains and bedforms. they proposed different values of 
Chezy's coefficient, C, for various bedforms, viz., 

v = C (RS)1/2 ... (1) 
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where, V ,.., mean velocity; R = hydraulic radius 

(i) Plane bed with negligible sediment transport 

C 1ii = 5.9 log Dldn +5.44 ... (2) 
g 

(ii) Plane bed with considerable sediment motion 

C 
- 112 = 7.4 log D/ds5 g 

(iii) Ripples 

... (3) 

g~2 = ( 7.66 - ~~O) log D+ o~: + 11 ... (4) 

(iv) Dunes or anti-dunes 

C (1 _ L\RRSS) gl/2 = 7.4 log D/ds5 ... (5) 

in which CIgl/2 = non-dimensional Chezy's coefficient; 
dS5 = fall diameter of the bed material in which 85 
percent by weight of the grain sizes are finer; /j,RS= 
increase of RS due to form roughness. A graph was 
available to obtain values of !:::,RS from known RS 
values . Except otherwise stated, the units of measure
ment are in the FPS system. 

Based on the same principle as Richardson and 
Simons that curvilinear bedforms has a larger wetted 
perimeter, Einstein and Barbarossa(9) theorized that the 
hydraulic radius consisted of two portions, R' and 
(R-R') where, R' = hydraulic radius due to surface 
grain roughness, (R-R') = hydraulic radius due to 
moving sediment beds. ChOW(lO) using Manning's 
equation, 

... (6) 

proposed that the Strickler relation for Manning's n 
could be expressed in the form, 

... (7) 

in which k = roughness height. The function 4> (Rlk) 
was extended by Donald and Chow(ll) to encompass 
surface grain and bedform roughness and suggested a 
form ula, 

4> (Rlk) = 0.0342/(R'/R)2/3 ... (8) 

A mobiJe boundary flow resistance equation would 
ensue by combining Equations (7), (8) & (9) to give, 

V = ~~i~ (R2/S) (R'/R)2 /8 Sl/2 ... (9) 

A family of curves of (R'/R) were presented in 
graphical form as functions of (R/ku)1/3 and (ka&/RS) in 
which ku and k05 refer to sediment size just larger than 
35 percent and 65 percent respectively of the material 
obtained from a mechanical analysis curve. 

Liu and Hwang('). after an intensive laboratory 
investigation of mobile bed flow ended with an 
exponential type of Bow resistance formula not unlike 
that of Manning, 

... ( 10) 

The coefficient CD and the exponents x and y have 
changing values consistent with the sediment size and 
bedform. Graphs were given in their paper in which 
the values of Ca. X and y could be found depending on 
the grain size and bedform. 

The methods developed by Richardson-Simons, 
Donald-Chow and Liu-Hwangwere evaluated by testing 
them with the observations made in the reservoir models. 
The relationl.hips were used in the form of resistance 
equations in which the computed slopes were compared 
with those observed in the reservoir models. The 
equations of Richardson-Simons and Liu-Hwang 
demonstrated appreciably better agreement than the 
relations of Donald-Chow. The Richardson-Simons 
and Liu-Hwang equations both showed good agree
ment with the experimental observations although the 
Richardson-Simons mcthod gave greater accuracy and 
some of the results are shown in Figure 1. 

Sediment Bed Transport 

The slope of sediment beds is predominantly deter
mined by the rate of solid discharge along the bottom 
as suspended sediments do not have such a marked 
influence. A sediment bed load discharge equation is. 
therefore, essential to ascertain both the quantity of 
material moving near the bottom as well as the energy 
slope of the flow system. 

A few bed load equations are available but those by 
Kalinske and Einstein were used in the reservoir models . 

o ... 

SlOeS) 

FIGURE 1 : Richardson-Simons' EQ. 
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These equations which were presented In Henderson(12) 
are, 

Kalinske : 

q. 10 ( or )3 
d (T/p)1/2 = Y (S. - l) d 

Einstein: 

in which q, = sediment discharge per unit width; 

G = sediment parameter. 

... (11) 

... ( 12) 

Equations (II) & (12) were used in the forminwhich 
the sediment flow was computed and compared with the 
experimental bed load. Besides being easier to manipu
late, the Kalinske bed load equation showed better 
agreement. Figure 2 illustrates typical results. 

Bottom Sediment Beds 

The main sediment transport in the reservoir con
sists of the bed movement and the suspended load. The 
bottom sediment beds comprise tbe topset, foreset and 
bottom set beds which are in active motion together with 
the passive clay accumulation deposited from the wash 
load adjacent to the dam and spillway structure. The 
sediment composition, reservoir configuration, and inlet 
velocity, are deterministic parameters which control the 
formation of the active bottom sedimcnt beds. These 
variables determine the formation of topset, foreset, 

d ·O· CSmm 

• 
• 

;: ..... 
~ 

III • rr 

,Cf4 
qs (08'S1 cfSfft 

FIGURE 2 : Kalinskc'S EQ. 

and bottomset beds besides their relative proportions 
and surface gradients. Depending on the range of the 
grain sizes of the sediment, more than one set of active 
bed sediments may be formed. Except during the initial 
phase of sedimentation, the original river bed slopes of 
the impounded reservoir did not have any effect on the 
fioal sediment slopes. The fluvial process of hydraulic 
sorting of the different size grains to form distinct sedi
ment profiles proceeded continuously during siltation. 

The almost quiescent settling of the clay size 
particles of suspended sediment at the downstream pool 
close to the main embankment and hydraulic outlet 
structures form a lUud stratum. If favourable outlet 
bottom sluices are present, part of this silt-clay aCcumu
lation could be drawn off but the efficiency does not 
appear to be as high as reported by Duquennois(l3). 
Figure 3 shows the longitudinal distribution of sediments 
in a reservoir schematically. 

Peripheral Sediments 

The disposition of the peripheral sediments, which 
were brought about by the settling of the suspended 
silt in sluggiSh water, was influenced strongly by the 
shape of (be water body. It represented a smaller 
proportio.1 of the total sediments. A physical reservoir 
model would be very useful to observe this phenomenon 
as it would not lend iLself easily to analytical 
predictions. 

Reserv;or 

6ottomset beds 

FIGURE 3 : Rcservoir scdimeots . 

Conclusions 

(I) The Chezy equation using the Richardson
Simons coefficients was found to describe the 
resistance of mobile beds with good accuracy . 

(2) Bed load transport could be determined 
adequately using Kalinske's equation. 

(3) Topset, foreset and bottomset sediment beds 
could be readily reproduced in the reservoir 
models which would enable the study of their 
formation and movement with better under
standing. 

(4) The hydraulic models were found to be very 
useful in observing the siltation process in the 
periphery of the water bodies. 
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YNOPSI 

Aspects of a reliable water supply SlIb. t((lltiatioll il1 integrated watcr managelllcnt 
systems are discussed. The necessity of reaC fil'afillg fire issue Iras b(,£'11 rec£'lIt/y under
lined by the formatioll of large-scale .\'ST£'171.1' ((l1d redistribution of ril'er fiow ol'er I'ast 
areas . The task oj' water resources distribu tion fhat COll.l' titllTes the backbone ()f 
numerous water economy prohlems. inclue/illg that of a reliahte w(I(cf' stlpply 
substantiation, can be inl'£'sti~ated with the aid of a dynamic progralllming method. 

According to experts, dealing with problcms of 
rational use of water resources . tbe second half of the 
20th century has been the time of intensivc formation of 
water management systems and their chains. stretching 
way beyond geographic and state boundaries. 

The necessity of baving large-scale water resource 
systems and the consequential redistribution of river flow 
over vast areas give rise to a number of new technolo
gical and scientific problems. 

As regards the technical means employed in the 
realization of such systems (construction machinery) or 
the designing of structures (canals, dams, hydropower 
complexes), the achievements to-date are obvious 
enough to call for any doubt. However, there has been 
no significant progress lately in the field of controlling 
the river flow, a resource of nature. ever-repleniShed 
and constantly changing as time goes On. Reference is 
made, specifically, to two aspects of water resources 
control, i.e., (a) practical measures to control the 
formation of river flow as an element of the hydrologic 
cycle, and (b) a reliable long-term forecasting of river 
flow. 

It can be asserted, that in the foreseeable future river 
flow regulation by reservoirs will continue to be the only 
means of eliminating the inconsistency between tbe 
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nature of river flow variations and water requirements 
of the different water management system component~. 
As far the dependable long-term foretas ting of ri" er 
flow in the future systcms, this prediction mu~t be 
treated in terms of a possible tran si tion from uncondi
tiona l to conditional di stribution of the river now 
probability values. I n other words. one would take into 
account the dependence of the new flow on factors. 
already manifest by the time of forecasting. including 
geophysical processes, which can be prcdicted with a 
comparatively high degree of probability. 

Taking further our analysis of the systems reliability, 
we proceed, then , from two assumptions: (a) river flow 
a the basic source of water essential for the develop
ment of society, is subject to natural nuctuations, 
forecast in terms of probabilities; (b) water resources 
control, i.e., gearing the resources both to economic/ 
social needs of society to meet the requirements imposed 
by the environmental protection measures , is exercised 
through reservoirs, which are practically incapable of 
suppressing thoroughly the variations in the prcsent 
pattern of water supply. 

Water management sys tem reliability aspects, one of 
which constitutes the subject of this paper. are by no 
means new either in practice or in the theo ry of river 
resource ut ilization. Reliability aspects have received 
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much attention in the works of S.N. Kritsly and 
M .F. Menkel(l)(2)(8), the Soviet authors of the River 
Flow Regulation Theory, and their school of tbought. 
While tackling the reliabil ity aspect, two tasks are 
generally di tinguished: reliability of structures from 
the standpoint of safety of operation; reliability of 
meeting water requirements. The former deals with 
the function of water facilities, operating under condi
tions of maximum water discharges; the latter analyses 
the conditions of water u ers, when the fl ow is 
insufficient. 

The reliable supply of water user demands is an 
important factor of any water m anagement system ; in 
fact , it determines tbe system's efficiency. As far as the 
practical utili zation of river flow in the U.S.S.R. is 
concerned, the problem of a reliable water supply wa 
largely solved foll owing the introduction of a "design 
probability" index in water economy calculations. This 
index, normally expressed as a percentage, provides a 
quantitative estimate of the needed probability of a 
continuou~ water supply. Although there are no unified 
standards for the design probability in the U.S .S. R. , the 
index has acquired the significance of a standard, and 
i used at present as the basis to determine both the 
parameters of hydrauli c structures, regulating and 
supplying the water, and the parameters of water lIsers, 
abstracting the water from a given source. In addition 
to th is, the design probability is used in the preparation 
of water balances and is a good indicator in se tting the 
scale of inter-regional flow transfer schemes. 

Becau e the economic and physical meanings of the 
design probability employed in water facility design and 
especially in determining the capacity of hydro-electric 
plants have been ufficiently discussed in a number of 
papers(l)(3}(d), we shall only confine oursdves to the 
fundamentals on which the so lution of the problem is 
based . 

Jt is generally assumed that there exists a direct 
relationship (although. within certain limits) between a 
quantity of water diverted from a given source and 
economic effiCiency of the water user, i.e., the greater 
the design quant ity of the tapped resource, the higher 
the efficiency. However , flow variations , typical of the 
rivers, re ult in a situation, when an increase in water 
requirements limits wa ter user consumption during low
water periods, with damage inflicted on the water user 
and his efficiency going down. In order to make water 
supply steadier and curtail the damage, it seems 
necessary either to increase the storage regulating 
capacity or resort to an extra source of water, or else 
to cut the design amount of the water being used . Thus, 

\we get three inter-related parameters: 

r-)'Vater requirements; 

- irregularities in water supply, liable to occur with 
given requirements ; 

- regulating capacity or measures aimed at stabilizing 
water supply. 

In principle, economic assessment of reconsidering 
the water requirements and estimating the cost of 
measures providin~ for a more consistent water supply 
i not a problem, whereas it may be rather difficult, if 
not impossible, to evaluate tbe economics of a disrupted 
water user behaviour pattern. This unpredictable group 
of water users includes community water supply and 
environmental control programme. It is equally 
difficult to assess the damage resulting from disruptions 
in agricultura l water user pattern, since the efficiency of 
farming is not related to water consumption a lone. All 
things considered, the design probabi lity , on a practical 
level, is established on the basis of standards. The 
req uired degree of continuous water usage naturally 
depends on the type of water user. According to 
(Ref. 8) water su pply for industrial and community 
needs is calculated on the basis of 95 to 99 percent 
probability. For those industries that can afford 
underutilization of river flow without breaking a steady 
producti on cycle, the probability standard goes down to 
75·90 percent. For some water users, there exists 
another standard, appl ied to regulate the permissible 
degree of reducing water supply during low-water 
periods, when the amount of water available for use 
is far below the design probability. The above standards 
are established by syn thesizing the design, operation 
and maintenance practices applIed in the management 
of water projects as well as on the bas is of economic 
analysis, which makes it possible to evaluate tbe relative 
significance of certain factors in decision-making. 

Worthy of note are two points, at least, that necessi
tate further inve tigation of the design probability 
substantiation. First, tlte above standards, while 
providing for a choice to be optional, may at times lead 
to entirely diITerent technological approaches . 

For example, should the probability of water 
consumption from the seasonal water storage on the 
Dnieper River (relative storage capacity = 0.15) be 
reduced from 99 to 95 percent, tbe increment of water 
consumption will be about 20 percent, while the failure 
rate may increase five times. Definitely, in such a case 
it will not be that simple to m ake a decision. 

Second, the design probability as a standard applies 
to a ra ther wide range of water users for whom, cost
wise, the extent of damage suffered during low-water 
periods is almo t equivalent to the cost of a more 
reliable water consumption. 

These two factors constitute a bottleneck in applyina 
the design probability to the analySis of water economy 
systems. 

A water economy system is a combination of water 
sources and water users, utilizing the resources for the 
benefit ofvar.ious industrie of It natinn:;)I economy, b~!h 
to satIsfy SOCIal demands and to protect environmental 
values. A river with tributaries is considered to be a 
typical water source. 
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Analysis of the entire set of water sources in combin
ation with water users reveals some peculiarities of such 
systems. To begin with, a direct relationship is no 
longer there between water needs of an individual 
system component and anticipated shortage of water, 
because the latter is determined not by the variability 
characteristic of the river flow alone, but also by the 
standing procedure of water resources distribution. 
Hesides, with a system scattered over an area, and the 
pattern of water utilization varied (non-returnable/ 
returnable abstraction, the use of the river natural flow, 
backwater arrangements, etc.). the relationShip between 
aggregate water requirements, water shortage and 
storage capacity proves to be functionally unce~tai.n .. The 
reliability of teady supplying the demands of indIVIdual 
water users turns out to be the function not only of the 
regulating capacity, but also of some otber ~actors, wb!ch 
could not be takeD into account in establlslllng the deSIgn 
probability as an operational standard for water supply 
reliability. 

In this connection it became necessary to try and 
see, and examine the problem of water u e reliability in 
water economy systems. Originally. it was thought 
that some common index could be dev i ed to measure 
the reli ability of a system as a whole, simil~r to the 
design probability index. Howe\'er, when dcallUg WIth 
scattered water reS l'Urces and different modes of their 
use, such an index ceases to be meaningful. Our analy is 
clearly indicated that reliability of a steady supply of 
water users canuot be determined unless all operating 
conditions of the system are closely examined. 

The reliability of water supply used to be an 
argument in economic substanti~ti~n of the des~gn 
probability of individual water facJlltles ; when appIJed 
to water economy systems, the reliability is no long.er an 
independent variable. In this case, an argument Will be 
the design quantity of water r:eeded ~or each wa_ter user 
X, (i is the user number). ; thIS qu~~tlty determines the 
capacity, yield Of deSIgn condlllo ns of a resource 
utilization. Thus, tbe design value of water resources 
required is an argument of a given wa~er. user e!Rci.en~y 
function .& (Xi)' It is assumed that wl.tlun certam Il~lts 
this function increases. At the same tIme, as the deSIgn 
quantity of the reSource . used goes up, so does tbe pro
bability of a failure occurring in the normal water supply 
pattern. This results in damages, that lower the 
efficiency of water user development, as system compo
nents. Each water user has hIS own damage curve (D;), 
determined by the resources used (X) and the 
value of the design water consumption by water user 
(Xi)-Di (X/XJ). 

The amount of water actually available to anyone 
component under diffc:rent conditions of water supply 
depends on the pattern of water distribution bet~een 
individual water userS. For the benefit of natIOnal 
economy as a whole, there should be a general trend 
toward deriving maximum effect from water reso~rces of 
a given system, the effect being regarded as an mtegral 

.. evaluation of water utilization. 

Tn such a case, on the basis of the principle of 
optimality. it can be assumed that ~ r each variant or 
tbe design water consumption (X/. X~ • .... .\'",) any 
amount of water shou ld b distributed b tween the 
system components in such a way that the total uamage 

//I 

in the system could be minimal, i.e., ~ DJ( '/.r,) l1/il/. 
i 1 

Assuming further that water res('Iur es of a river 
adhere to the law of probability di stributilHI, in estima
ting the efficiency of a ystem as a whole. me should 
deal with mathematica l cxpeclnney of the minimum tolnl 

damage M [lI1il1 .'~ D/ (X/XI)]. 
1= 1 

It foll ows from thc above that a substllntiali(ln of 
water c nsumption reliability in fact amounts to deter
mining the design water consumption of all the Com
poncnts X, X • ... , X, which would minimilc the cumula-

tive effect ~ E/ (X;)+.M [JIlin): D/ (X/,r i) J-+1I1il1 . 
1= 1 I 1 

Thus, ou r task ha been reduced 10 a multiple dis
t ributi n of the changing water re~()L1rces wit h din'crcnt 
variants of the de ign water con umption hy the ~y~t<:m 
components. 

T o investigate the so-ca ll ed monomer proces~cs of 
distribution. a dynamic programming method is widdy 
used. 

Thi method is based on the principle of optimality, 
formulated by R. Bellman (Ref. 5), who regard . this a 
a feature of a mUlti-stage process. 

The basic merits ('If this method c nsist in the pos~ i 
bility of obtaining the a b ol.ute rather than re"l~ive 
maximum, the absence of requIrements to the ana lytical 
structure of the functions, as well as in the likelihood 
of introducing any number of lin:titations it:l tl.le calcula
tions . Ref. 5 provides a detailed deSCriptIon of the 
algorithm along with the compulati0!1 ~che~e to be 
used for the solution of a number of dlstnbutlon tasks . 
However as R . Bellman points out, he failed to come 
up with' a standard soJuti~n, that might be a pplied to 
all distribution processes, whIch caused the appearance 
of numerous papers de voted to practic~1 uses of ~he 
dynamic programming method , el?pJoye~ In t!lC solv!ng 
of specific distribution problems 111 vanous IndustfJes, 
including water management. 

The problem of water resources distribution between 
the components of an intricate w~ter management ~om
plex is characterised by the non-llnear, and analytically 
indeterminate functions of the c mponents' en-ect from 
the used water resources as well a by a great number of 
limitations. The problem, then, ~elo~gs to monomer 
processes of distribution t.bat easJly Yle.ld themsel ves to 
investigation by the dynamIC programmIng method. 

Efforts of many authors toward the use of this 
method for investigations in the field of water manage
ment showed, 011 the one hand, the impossibility of a 
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direct application of Bellman's recurrent expression or 
of the algorithm that he devised for purposes of solving 
tbe distribution problems existing in the majority of 
water economy system patterns; on the other hand, it 
showed a good deal of contrivancy on the part of the 
authors in trying to solve some specific problems of 
water economy through the use of the guiding principle 
of dynamic programming, i.e. , the principle of opti
mality. 

The great popularity of this method with scholars 
engaged in solving water economy problems is due to 
the fact that the process of so lut ion is illustrative, and 
each stage of the process yields results that can be 
analysed, which means that in case of point the method 
can be ideally interpreted in physical terms. 

There are two groups of reasonS to account for the 
complexity of a direct application of the dynamic 
programming method to solving the water resources 
distribution problems: (a) the dispersion and a definite 
direction of a resource preconditioned by the complexity 
of a river basin pattern, on which a water management 
co~plex is located (the main course, tributaries); (b) a 
vanety of water resourceS utilization forms (water use 
conditions) and of econo,mic estimates of the actual 
effect derived from the water used. 

Hence, the two basic approaches to the application 
of 1he method. The first approach is characterized by 
a. tendency tow~rd devising a universal recurrent expres
SIon on th~ basIs of the guiding principle of dynamic 
programmmg and a ~on:mo.n solution algorithm at any 
one .stage of the dlstnbutlOn process, that might be 
apphcable to all kinds of water management complexes. 

The second approach consists in red ueing the overall 
complex problem of distribution to a number of simple 
problems, easily solvable by R . Bellman's method alone 
The results of simple problems; solution can well b~ 
u~ed . as . background data for further solving of the 
dlstnbutlon problem as a whole involving other means 
and methods of solution. 

In view o~ t~c unique nature of water management 
compl~~es, It J • ~pparently difficult to predict the 
po.ss l~lllty of deVISing, on the basis of the guiding 
prJDclple of dy~amic programming, of a common 
recurrent expres&lon and a solution algorithm applicable 
to a~y complex. Such a versatility, no doubt would 
considerably complicate further the initial computation 
procedure of dynamic programming and thus rule out 
any possibility of a simp!er solution in each particular 
• case. .Neverth~les~, there lome benefit resulting flom 
,a certaIn comphcatlng, R. Bellman's recurrent expression 
and the solutIOn aJgoflthm thereof, quite obvi\Jusly. 

A combination of the two approaches seems there
fore, to be most effective, i.e., a reasonable com~licatiog 
of the bash.: recurrent equation and of the SOJutlOU 
algorithm, both devised by R. Bellman. and at the 
same time, deduction of individual case problem~, where 

it is more practical to employ other methods and means 
of solution. 

Such an approach may prove sufficiently captivating 
and lead to good results, if applied to some water 
management problems. 

However, it is more complicated compared with 
R. Bellman's method of solution. 

As was pointed out earlier, the main difficulties of 
applying a dynamic programming method to water 
management problems are primarily determined by 
peculiar features of a given water resource and the 
variety of water consumption modes and the character
istics of the effect for the components. 

Dispersion of a resource, expressed by a variable of 
the. cumulative resource in different points of a river 
baslO, and a definite direction of the source condition 
unequal opportunities for the components as regards 
the resource utilization. Thus, it is obvious that the 
possible extent of resource utilization by components 
located on the tributaries, in the upper reaches or in its 
mouth will be different. This necessitates an introduc
tion of limitations to confine the extent of water 
consumption variation for each component aod a group 
of components, and the use of a balance equation. The 
said limitations will not be the same on different 
sections of the river. which, in its turn, complicates the 
logic of computation. It is noteworthy. that R. Bellman's 
algorithm, if taken alone, is only good for the case of a 
water storage, as a common resource, and of com
ponents with a non-return flow consumption, located 
along the sides of the storage. 

A ,suggestion was made in some papers (Ref. 6, 7) 
to bUild the summable R. Bellman's function in two 
stages: fIrst, for components, located on the tributaries; 
then, for components spread along the river banks and 
for the earlier built cumulative functions of the effect 
for tributaries. The samc procedure, a lthough in a 
reverse order, can be u ed to advantage in a water 
resource di tribution proper: first, between the com
ponents in the river bed and groups of components on 
th.e trib.utaries ; then between the components on the 
tnbutafles. Tlli pattern is particularly suitable when 
all the com.ponents operate under the same water ' 
consumption conditions, the so-called non-return flow 
cons~mption. In some cases, such an approach may 
?onslderably reduce the amount of computation 
Involved. The different ways of plotting the combined 
c~aracteristics, known from literature, depending on the 
dIrection of a watercourse, i.e., from the upper reaches 
towar~ the mouth or vice versa, is of no consequence . 
The dIrection of adding up, adopted in our work-from 
the SOUrce to the m uth-does not seem to destroy the 
physical meaning of the problem and preserves the 
ilIustr~ti~e n.ature of the solution process at every stage 
o~ optimizatIon, thus keeping us from being too form
alistiC. 

Far more complicated is the removal of difficulties 
related to different form of a water resource utilization, 
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1>tarting with the use of a water way in its natural tate, 
e.g., fishing, and ending with a complete abstraction of 
part of the flow for the purpo e of transfer to another 
river basin. 

There are two widely used and yet sufficiently loose 
terms used to describe the modes of water utilization : 
a water consumer and a water user as well as their 
various modifications, such as a pure water user, a 
water consumer with a partial return flow, etc. 

In line with the requirements of dynamic programm
ing, it Seems practical to express all the forms of water 
utilization through a single component having the 
characteristic of effect from the water that he useS 
1), (X) and the characteristic of water utilization 
conditions-the function of return flow Yi (X). An 
introduction of this function for all the components of 
a complex makes it possible to formalize the overall 
problem into a single-type (homogeneous) multi-stage 
process. 

It must be stressed that a return flow in question is 
the water, coming back to tbe watercourse immediately 
downstream of the given component. Our investiga
tions undertaken with a view to record the return flow 
several stages downstream, Le., after several steps of the 
distribution process, showed that it is worthwhile to 
single out this sector of solution from the problem as a 
whole, and analyse it by other methods. 

With this approach, the basic recurrent equation of 
R. Bellman can be presented as follows: 

Pi (W) = min D; (X)+Fi-l [W-X+ y, (X)], 
a; X bl 

where, 

FI (W) = summable function of Bellman's 
effect at i's stage of the solu
tion; 

Y, (X) = the value of the return flow 
function of i's component; 

F'-l [W- X + Y,(X)] = summable function of Bellman's 
effect at the preceding stage. 

The problem formalization, t.hat we adopted both 
with respect to the resource and to water utilization 
modes, necessitates the devising and subsequent observ
ance of a number of complicated water balance 
limitations and equations, which in turn, calls for a 
special logic of control, taking care of water balance 
peculiarities typical of different sections of a river 
basin. 

Let us consider some of the points presented above, 
taking as an example a water management complex, 
that tentatively can be reduced to a scheme, includiog 
the main channel with primary tributaries and. t.he 
components of the complex. having the charactensw:s 
of the effect D, (X) and of the return flow function 
Y, (X). 

The adopted in our case algorithm of problem 
.solution presupposes the availability of data about the 

results of the preceding solution tage, about the 
component at the gi en stage, and about the extent of 
variat~on of Bellm~n's summablc function argument; th 
latter IS to be obt,llned as a re Ull f , olution lit the 
given stage. Let us turn to the algorithm of solution 
for k' stage or optimization. 

The required information about the results f 
solution at the preceding (k- l) stage boils down to the 
limits of Bellmau's function argument variation, 

min max 
i.e., W

k
_

1 
and W

k
_

l
, and to th datu about the 

cumulative water resource, accumulated toward the 
(k-l) stage. 

Information about the component at the k's stnge 
includes more accurate limits of the effect's function 
argument variation and of return flow fluctuations or 
this component a~ and b'k, the elTect's functions proper 
Dk (X). return flow functions YI. (X), and tho water 
resource Wk, feeding the component. When a compo
nent is stationed on a tributary, WI. corresponds to the 
magnitude of the tributary water resources. If the 
component abstracts water from the hanncl, WI. = O. 

As for the summable function of thc effect F (W), it 
is sufficient to have the data on the limits of it 

.. mill lIIax 
argument VaTlatlOn W k and HI k • 

The background information about a water resource 
and the components of a complex can only provide 
partial data concerning the component at the k' s stage. 
The remainder of the information is obtained in the 
course of computation, subjcct to verification prescribed 
by water balance lImitation. 

On the ba~is of R. Bellman algorithm, the data are 
produced on the zero stage of solutlllll-Zcru COI11-

ponent- regarded as a precedlJ1g solution relative (0 the 
first stage in the form of 

mill max 
Fo (W) = 0, W 0 = 0, W() = 0, 

There are different ways of determining the limita

tions by the k's compont"nt b;, , as well as of the limits 

set on the Fk (W) summablc function variation, pro
duced a a result of solution on the k's stage. The 
dIfference is accounted for by the location of the com
ponent on the channel or on the tributary. For a 
channel : 

max , ( W
k

_
1 

+ b
k 
- y~ 

k-l 
I W,- Yk (1k) 

i ... 1 
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For a tributary: 

b~ = min (bk, Wk) 

. max 
In the courSe of computatlOn (he W value can 

k 
be reduced due to the horizontal areas on the functions 
of k's component return. 

While making computations for components diverting 
water from a river channel , it is necessary to check up 
the following balance equation: 

( 
k- l k-l) 

Xk'l ! W/-:s at - Wk-l, m 
i= ! i - I . 

When observing these limitations, the computation 
is carried out uSing an algorithm similar to the one 
proposed by R. Bellman. 

The solution of the problem of distributing a water 
resource between the components of a water manage
ment complex yields results that can be used to 
investigate the problem of the reliability of water supply 
in integrated water management systems as well as other 
matters of water economy. 

Conclusions 

(1) The creation of large-scale water management 
systems and redistribution of flow over vast areas brings 
back the problem of sub tantiating the reliability of 
water supply. 

(2) The present system of different standards of the 
design probability currently applied in project planning 
cannot futty account for a dispersed nature of water 
resources within complex systems. 

(3) The problem of substantiating a reliable water 
supply in integrated water management systems for the 
benefit of the natjonal economy, in fact, amounts to 
determining the design water consumption for all the 
components of a system. 

(4) The problem of water distribution between the 

components of a complex water management system,. 
constituting the substance of the problem of water supply 
substantiation, can be treated as a monomer distribution 
process, and hence, easily yields itself to an investigation 
by a dynamic programming method. 

(5) Efficiency and practicability of applying a 
dynamic programming method to solving water manage
ment problems are underlined by the absence of 
requirements to the exact analytical structure of the 
functions and by a good many limitations that can be 
introduced in the computations, the process of solution 
being illustrative and allowing for an analysis of the 
results at each stage. 

(6) The prospects of a dynamic programming method 
application in the field of water management, coupled 
with otber optimization methods. 

References 

(1) KRITSK!, S.N . and MENKEL, M.F. : Vodohozaist
vennyjc ra chety, Gidrometeoizdat, L., 1952. 

(2) KORENISTOV, D.V.; KRlTSKl. S.N. and MENKEL, 
M.F. : Problemy teorii regulirovanija stoka. Sb. 
u Problemy izuchenija i 'Ispolzovania vodnyb resursov," 
hd-vo "Nauka", M., 1972. 

(3) KORENISTOV, D .V. : lssledovanije k byboru obes
pechennoi i u tanovl cnnoi moshnosti gidroelectricheskoi 
stancii, rabolay ushci S sUlochnym regulirovaniem. v 
energetieheskoi sys leme. Sb. " Problemy regulirovaOlja 
rechnogo stoka", M.-L., lzd-vo AN SSR, vyp. 4,1950. 

(4) VELTKANOV, A.L. ; DRUZHIN1N, J.P.; KRITSKJ, 
S.N. and MENKEL, M.F.: Metodika economicheskogo 
vybora obespechcnnoi mosbnosti gidroelectrostancii. Sb. 
··Problemy cnergetiki i regulirovallija rechnogo stoka", 
M.·L., Izd-vo AN SSSR, 1960. 

(S) BELLMAN, R. and DREYfUS,~: : Prikladny zadac~.i 
dynamicheskogo programmlrovanlJa . lzd-vo "Nauka , 
M.,1965. 

(6) VELIKANOV, A.L .. and KOROBOGA, _D.N.:. Prime
nenije metoda dynarOlcheskogo programmlrov~mJa k :.as~ 
predeleniyu vodnyh resursov. Sb. "Problemy IzucheOlJa I 

ispolzovanija vodnyh resursov, lzd-vo "Nauka", M., 1972. 

(7) VELlKANOV, A. L.; KOROBOVA, D. N . and 
SlNITSYN, N.I. : Algoritm optimalnogo raspredeleh!ja 
vodnyh resursov na EVM dlya slozhnyh vodohozals
tvennyh system. Sb. "Problemy regulirovanija i ispolzova
njja vodnyh resursov", yzd·vo "Nauka", M., 1973. 

(8) KRITSKI, S.N. and MENKEL, _M.F. : "Regularities i.n 
Flow Flu tuations and ReqUIrements toward theIr 
Control" River Flow Control International SYmposium of 
Flow Control. Sofia, October, 1967. 



Response of Alluvial Channels to River Regulation 

Introduction 

R. D. HEY 
Lecturer in Hydrology 

School of EnvironmeL1tal Sciences, Universi ty of East Anglia 

Norwich, U .K . 

SYNOP I 

In the long-term all allul'ia! channels adjust tlteir al'erage bankfu ll capacit,l ' amI 
dimensions to the .flOit' which transports most sediments. Studies ill America hal'£' .l hOII'll 
that the frequency of OCCII/TC'nee of the flo IV doing 1110st work and bank/1111 discharge 
are identical and this explains why bankfull.flow appears to be the dominant di.lc!wrge. 

This model can be utilised to show that ril'er regulation (or I!'ater resollrc(' del'elap
ment purposes may he responsible Ivr challnels adjl/stillg (lleir ol'C'rall dim C'nsions to (( 
new climate 0/ flows. Analysis of the factors controlling erosional alld depositional 
processes indicate that stability ran be /,l'iailltail1 C!c/ prollfeleel that re/ease.\' fro/}/ reserl'o ir.l', 
and releases and abstractions from river oUffalls/intakes, are belolll the threshold of beel 
material transport. 

In the U.K. a major new reserl'oir has beell proposed at Craig GOell to regulate the 
flows in Ihe Riper,I' Wye and Severl'!. As ril'er infake'lout/alls arc to be IIsed if is 
essentiallhat abstractions as well as releases are belvlII Ih" threshold of bed lI1aterial 
transport. The techniques available /0 determine these I'a lues are illuslrated ill tl study 
of the Riper Sel'ern. 

Regulating reservoirs and the associated usc of river 
systems as natural aqueducts are increasingly being 
utilised for major water resource development schemes. 
In the United Kingdom the River Dee is already 
operating in this manner and further schemes are 
planned before the end of this century. It IS predicted 
that some river regulation scheme may not be able to 
meet projected demands in certain areas, especially in 
Eastern England, and inter basin transfers are being 
planned to meet this eventuality (1). 

tain channel stability cou ld result in a loss of agricultural 
land , a reduction in the flood capac ity of' the ri ver, and 
a loss of river amenity. 

The economic cost of channel maintenance could, in 
such circumstances, be quite considerable and it needs 
to be identified during the planning stage of a water 
resource development scheme. Jf it proves to be exces
sive composite or alternative schemes may have to bo 
considered. 

As sufficient is now known about natural channel 
adjustment processes regulation strategies can be identi
fied at the planning stage which will maintain the channel 
in its natural state. Before this can be achieved it is 
necessary to review the factors controlling the bankfull 
geometry of stable natural channels. 

A a result of these changes the flow regime of many 
river will be modified which, in turn, may be responsible 
for them adjusting their capacity and dimensions to the 
new flow conditions. 

Ideally regulation should Dot cause unnatural 
.amounts of erosion or deposition in the vicinity of the 
.dam site or river intake/outfall. Indeed failure to main-
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Dominant Discbarge 

Although ri vers adjust their bankfull sbape and 
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dimensions to a range of flows it has been argued that 
the steady discharge which produces the same gross 
shapes and dimensions as the natural sequence of events 
is the dominant discharge (2)(8)(4). Flume experiments 
and observations of natural channels indicate that the 
flows a t, or about, the bankfull stage are the effective 
ones for channel forming processes (6)(6). Indeed the 
channel is operating most efficiently at this particular 
stage because flow resistance is at a minimum (6). In 
spite of this evidence it does not explain why the 
channel adjusts to this particular flow . 

Wolman & Miller (1) in their study of the magnitude 
and frequency of transport processes rationali eS this 
problem. Although extreme discharges are individually 
responsible for transporting large volumes of sediment it 
is tbe smaller more frequent flows which are responsible 
for the transport of the largest volume of material in the 
long-term. The value and frequency of the flow doing 
most work is dependent on the flow regime and the 
sediment transport characteristics of the river (8) . If 
coarse suspended and bed load is the predominant mode 
of transport then the intermediate flood flows collectively 
do most work [Figure I (a)]. As the calibre of the load 
is reduced and fine suspended and wa h loads become 

(0) Bed load predomlnOr)t 

Ii} 
Iii) 
I iii) 

(i) 
(i) 

(i:iJ 

iii 
(ii) 
(iii) 

Dominant flow 

(bl Wash and suspended load predominant 
Dominant flow 

(cl Effect of changes in flow regime 

FIGURE 1 : In8uence of sediment tran port characteristics and 
How regime on How doing most work. 
Key: (I) Frequency. (Ii) Instantaneous sediment 
discharge, (iii) Collective sediment discharge. 

dominant the smaller flows become responsible for the 
transport of the greatest amount of sediment because the 
shape of the sediment rating curve changes [Figure 1 (b»). 
Variations in the flow regime also influence the magni
tude and frequency of the flow doing most work. 
Changes in flow variability have the most significant 
effect; the larger its value the greater the influeoce of the 
high flows and vice versa [Figure I (c)]. In contrast 
variations in mean flow can only affect its magnitude 
and not its frequency of occurrence. 

Wolman & Miller's calculations have shown that the 
frequency of occurrence of the flow which collectively 
transports most sediment equates with the frequency of 
bankfull flow. Thus the bankfull capacity of natural 
channels adjusts to the flow doing most work, and this 
explains why bankfull flow appears to be the dominant 
discharge. 

For stable gravel bed rivers in the United Kingdom 
the return period of bankfull flow is the 1.5 year flood 
on the annual series (8) and this compares favourably 
with the results obtained for similar rivers in the United 
States (9). 

Effects of River Regulation on Dominant Discbarge 

River regulation and interbasin transfers, through. 
their influence on flow variability and mean flows, can 
have considerable effect on the magnitude and frequency 
of the flow doing most work. Consequently the channel 
downstream from the regulation point could be suscep
tible to either erosion or deposition as it adjusts its 
capacity and hydraulic geometry to the new flow regime. 

Regulation can be achieved either through the opera
tion of surface water reservoirs, allowing control down
stream from the dam site, or through the use of river 
intake/outfalls linked to surface or subsurface reservoirs. 
In both cases flow variability will be reduced downstream 
from the regulation point because the magnitude and 
frequency of the flood flows are reduced in order to 
decrease the number of exceedingly low flows. Mean 
flows will also be modified if interbasin transfers are 
involved. 

Reservoirs 

There are many examples of scour effects downstream 
from reservoir sites. Primarily it results from the reduc
tion in sediment load consequent upon dam construc
tion(1O)(ll) although modification to the flow regime can 
be a sigoificant influence (12). 

Consider the situation immediately downstream from· 
a dam site. Initially this section will retain its ability to 
transport sediment at certain flow stages. As input load 
is zero erosion will commence which, in turn, will reduce 
the slope of the channel, reduce the bed shear stress, and 
increase the average size of the bed sediment. Conse
quently, the sediment transport rate for a given discharge' 
will decline to zero (Figure 2). This progressive reduc
tion in sediment output will cause erosion at downstream 
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Ii) 
(ii) 

(iii) 

IiI 
Iii) 

. (iii) 

Pre -construction 

Post - construction ' 

(i) 
Input /output 

Dischorgl! 

FIGURE 2 : Effect of dam construction on total sediment now. 

Key: (i) Frequency, (Ii) lnstantaneous sediment 
discharge, (iii) Collective sediment discharge. 

sections and the process is repeated. The rate and extent 
of dowDstream erosion will depend on the nature of the 
alluvial material, the I pe of the channel , the imposed 
flow regime, and tbe activity of tributary channels. If 
the tributary channels are unregulated sediment entering 
the main channel may not be transmitted by the reduced 
flow levels and this will tend to nullify its erosional 
ability. Even if the channel below the dam site is cut in 
bed rock erosion will probably be experienced in the 
alluvial stretches of the channel further down tream. 

Stability can, in general. be maintained below reser
voir sites by ensuring that the releases are kept below the 
sediment transport threshold. Jf localised deposition 
takes place at tributary junctions this can be flushed out 
by several large regulated releases. 

River Intakes/Outfalls 

Increasing use is being made of river sections for 
direct supply to, and releases from, regulating reservoirs. 
Often interbasin transfers are associated with such 
schemes. In this situation both the flow regime and the 
sediment transport characteristics of the channel are 
changed dramatically over a short stretch of channel and 
unlike the simple reservoir case, sediment input is not 
necessarily zero. The net long-term effect on the channel 
is governed by the pattern of abstractions and releases. 

Channel instability would result if ab tractions took 
place when sediment was being transported by the river 
and if the majority of the releases were above the 
threshold of sediment transport. Deposition would occur 
during abstraction because the input load would no 
longer be transmitted by the reduced flow levels. 
Conversely during releases erosion would occur because 
there would be negligible input load to be transmitted. 

Net ero ion would result [Figure 3 (a)l and this would 
trigger complex up. tream and do\\ nstream reactio ns as 
the river responds to the changed condition. 

If the majority of the release are mad below the 
threShold f ediment transport net dep ition would 
occur becau e material deposited during period f 
abstraction would not be removed [Figure 3 (b)]. 

Although regulation could, theoretically. produce a 
situati n in which erosional and depositional activity 
are in balance, in practice thi would be undesirable 
because it would promote similar flu tuatlOns upstream 
and downstream due to the operation r feedback 
mechani meR). 10 addition tbere is no guarantee that 
the long-term tability of the channel ould be 
maintained in this manner becau. e experience with 
natural sy tems(U) indicates that ero ional and depo i· 
tional activity are rarely equal and oppo ite due to 
systematic changes in the hydraulic geometry of natural 
channels. 

Thus if regulation precipitates any erosion or 
deposition at the intake/oLltfall point the feedbuck 
mechani ms will immediately operate to an·..:ct the 
stability of upstream and downstream s('ctions. [qui li
brium will only be achieved when the channel adjusts 
its hydraulic geometry and reduces its ~ediment trans
port capacity 0 (hat all abstractions and releases are 
below the threshold of . ediment transport. 

Clearly this defmes the operational conditions for a 
river intake/o utfall scheme: ab tractions and releases 

10) Net ero sion 

tbl Net deposition 

Totol sediment output 

FIGURE 3: Effect of regulation at river Intakes 'outflllls on 
total sediment flow. 
Key: (I) Frequency, (II) Instantaneous sediment 
discharge, (ii i) Collective sediment discharge. 



186 

should be below the tbreshold and sediment transport 
if the stability of the channel is to be maintained and 
this applies to bed rock as well as alluvial channels. 

Craig Goch Reservoir Investigation 

Proposals for the largest single water resource 
development scheme ever planned in the United King
dom were pre ented to Parliament for approval on 
1 March 1975. The scheme, sponsored by the Severn
Trent, Welsh National , & Wessex Water Authorities 
is designed to meet the demands of the Midland region 
to the year 2001. To achieve this the capacity of Craig 
(loch reservoir in Mid Wales is to be increased from 
9.09 x l06 cu m to 545.4 x J06 cu m by replacing the 
present dam witb one 121.9 m high, making it the 
largest to be built in Europe. Unlike its neighbouring 
reservoirs in the Elan valley, which are direct supply 
reservoirs, Craig Ooch will operate as a regulating 
reservoir drawing water in winter from the Rivers Wye 
and Severn and reJeasing it during summer drought 
periods (Figure 4). As demands are greater on the 
Lower Severn tbere will be a net transfer of water from 
the Wye to the Severn. 

HEY 

In order to enSure that regulation has minimal 
elTect on the hydraulic geometry of the Rivers Wye and 
Severn it is essential that abstractions from and releases 
to the e rivers are kept below the threshold of sediment 
transport. Both rivers have coarse gravel beds so the 
critical condition is the initiation of bed load mOve
ment. Transport of fine material in suspension is not 
particularly significant because the coarse material has 
to be moved before systematic erosion or deposition 
can proceed. 

As i nterbasio transfers are an integral part of this 
scheme regulation is likely to have most impact on the 
River Severn. The results of a preliminary study on 
this river are illustrative of the techniques that are avail
able to establish critical transport thresholds for gravel 
bed channels. 

River Severn Intake/Outfall: Bed Load Transport 
Threshold 

A Jagoon excavated in the flood plain approximately 
1 km downstream from Llanidloes is the proposed 
intake/outfall point on the River Severn. As no major 
tributaries enter the river for 13 km below this site 

- - - • Intake I outfall 

o 2 4 6 6 10km 

.FIGURE 4: Craig Goch Reservoir Scheme (from Sir William Halcrow & Partners, London). 
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regulation could have immediate effects as far down
stream as Caersws. 

Prior to the operation of Llyn Clywedog in 1967 
river data collected from several surveyed sections on 
the Upper Severn indicated that the bankfull dimensions 
and capacity of the channel varied considerably between 
L1anidloes and Caersws (Table I) . These variations 
were primarily due to downstream changes in channel 
stability because the river between the intake/outfalf 
and a site 4 km downstream was basically stable. 
between 4 and 8 km it was eroding, find further down
stream there was evidence of depositional activity (6). 
Thus though the proposed residual flow of 37 m3/sec 
(releases and natural flow) may be below the transport 
threshold in the vicinity of the intake/outfall it may 
cause unnatural amounts of erosion of deposition 
further downstream. In these circumstances the 
maximum safe residual flow is defined by the maximum 
flow which will not transmit bed material in this stretch 
of channel. Although no upper discharge limit has yet 
been fixed for abstractions it is important that they 
should also be below the threshold of bed material 
transport if channel stability is to be maintained. 

TABLE I 

Bankfull capacity and hydraulic geometry of channel 
downstream from intake/outfall River Severn, U.K. 

Distance Estimated Estimated 
Down- Bankfu ll Bankfull 
stream Discharge Veloc'tly 
from 

Intake! 
Outfall 

(km) (m3/sec) (m/scc) 

1.6 114.3 1.78 

2.8 165.5 1.98 

4.0 137.8 1.73 

6.8 52.1 0.87 

11.4 54.8 1.27 

Median Wetted 
Grain Perimeter 
Size 
Bed 

Sediment 

(mOl) (m) 

35.S 33.S3 

40.2 39.01 

60.0 35.84 

48.0 78.27 

57.5 56.08 

Hydra
ulic 

Radius 

(m) 

J .91 

2.38 

2.23 

0.76 

0 .77 

Basically there are three techniques which can be 
employed to establish transport thresholds. They can 
be obtained either from reference to available sediment 
rating curves, from calculations based on sediment 
transport equations, or from observation of bed load 
transport events of various magnitudes. 

Sediment Rating Curves 

Although this would be the easiest way to establish 
critical transport thresholds such information is not 
available for this stretch of channel. 

Sediment Transport Equations 

Hydraulic data could be utili ed to predict the criti
cal discharge for the initiation of movement at each 
ection. H wever, recent work by White et nl (13) at 

the Hydraulics Resear h Station, Wallingford, U.K. ha 
identified the inherent inaccuracy of many sediment 
transport equations. Three equations, namely those deve
loped by Ackers & White(1~), Engelund and Hansen(15), 
and Rottner (16), con istently showed the be t 
conformance with the available flume Ilnd field data and 
any of these could be utilised to establi h thre, hold 
discharges for sediment motion in sand bed channels 
with sufficient accuracy for a preliminary investigation. 
Their accuracy when applied to gravel bed channels 
is unknown and until further data is available from 
this type of channel their value, even for preliminary 
investigation, is doubtful. 

Bed Load Transport Thresholds 

In the absence of sediment rating curve information 
field experiments offer the most accurate solution to 
the problem. On the Severn releases from Llyn 
Clywedog can be used to simulate residual flows at the 
outfall and this allows the use of experimental proce
dures to establish critical threshold di charge for sedi
ment transport. 

A programme of research using these releases wa~ 
planned for August 1974 but inclement weather caused 
postponement until 1975. Howcver. experimental 
methods have been devised for use at a later date . 

Six cross-sections will be utilised on the Severn, two 
in each of the major zone, stable. eroding and deposit. 
ing, between Llanidloes and Caersws. A hundred 
cobbles and pebbles will be sam pled (17) at each site 
painted and replaced. After the releases the sites can be 
inspected for bed load movement. If this indicates that 
the proposed releases are below the threshold of sediment 
transport at all sites they should not cause unnatural 
amounts of erosion or deposition. In order to establish 
tbe maximum discharge for abstractions the same 
techniques will have to be employed with natural flows. 

However, if there is evidence of movement at one or 
more sites during the releases from Llyn Clywedog it 
will be necessary to establish the lowest critical thres
hold discharge, as this would constitute the upper 
discharge level for abstractions as well as releases. 
Unfortunately the releases have to be systematically 
increased in three stages over a three-day period so thus 
precludes inspection of the bed after each increase in 
discharge. To overcome this problem brightly painted 
spherical cork floats up to 1.5 cm in diameter will be 
attached by nylon line and pegs ' to the bed of the 
channel and placed under pebbles of known weight 
and dimensions. As soon as bed material movement 
occurS the corks will float to the surface. Ten floats 
will be installed at each section and, by using difTerent 
coloured floats under particular sizes of pebble, the 
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threshold discharge can be established and also the per
centage of the bed that is mobile at a given discharge. 
This information will identify the upper discharge 
limit for abstractions and releases if the cbannel is not 
to experience unnatural amounts of erosion or deposi
tion. 

Conclusions 

Problems of channel instability associated with flow 
regulation are likely to be most aClJte in rivers where 
the critical threshold discharge for bed sediment trans
port is low. Even quite modest regulation schemes 
could have considerable effect on these channels. 

)n areas where this threshold is relatively high, as 
in the gravel bed rivers in the U.K. , regulation has, until 
now, not con tituted a major problem. Most storage 
re3ervoirs were constructed in upland areas and the 
compensation flows were normally insufficient to cause 
erosion. Even regulation reservoirs are unlikely to cau e 
serious problems because the releases are u ually below 
the threshold of sediment transport. The operation of 
river intakes/outfall s inconjunction with interbasin trans
fers constitute a more serious problem especially if one 
small headwater stream is used to regulate the flows of 
the main river. To achieve this aim releases to the 
headwater channel will have to be relatively large and, 
if this is above the bed sediment transport threshold, 
channel instability will result. 

If this type of problem can be identified at the 
planning stage the various alternative strategies can be 
evaluated. Tb.ese include the acceptable of cb.annel 
maintenance costs, the relocation of the intake/outfalls 
lower downstream at section which can be regulated 
without causing instability, the construction of a 
number of intake/outfalls on other headwater channels, 
and the development of a number of smaller systems 
to replace the single large unit. At the moment it is 
impossible to assess the cost of channel maintenance 
because insufficient quantitative information is known 
about the operation of up Iream and downstream feed
back mechanisms as they respond to and control rates 
of erosion and deposition. With the others the optimum 
economic solution will depend on the relative costs of 
reservoir and pipeline construction. 

Clearly it is important to recognise the possible 
effects of river regulation on alluvial channels so that 
appropriate measures can be taken to sustain their 
stability and prevent the destruction of valuable agri
cultural land, maintain their capacity to transmit flood 
flows, and retain their recreational appeal. 
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SYNOP IS 

. Water is th~ most precious and an essential element for the existence of life. liar
nessmg . the avaIlable water resources and Wisely utilising them will bring increasing 
prospenty t? the country. Many gigantic mUltipurpose riller valley projects like Beas, 
Koyna, Ukal, etc., were undertaken mostly with indigellous tee/mical know-how. Each 
pmject. provided. inherent incentive for ingenuity ill planning, desifill, research tlnd 
executIOn. Engineers had to accept the challenge to solve the peculiar problems posed 
by unf~voura?le topo~raphy, geology and economic considerations. Some uniqlle 
hydrau/tc desIgns w/~lch were .cleveloped and successfully used have been highlighted. 
They also have potenttal economIC utilisation in projects of similar situatiolls. 

1. Introduction 

1.1 One of the most exhilerating aspects of develop
ment of water resources is the seemingly incessant 
challenge to solve unique problems. Even in the simplest 
of the Hydro Projects, there is a reasonable scope for 
ingenuity in deSign, construction and operation. More 
than often, new and daring approaches are demanded. 
No single answer can be applied indiscriminately to 
every project, because each has its own set of singula
rities. 

1.2 The challenge may present itself in different forms. 
It may concern undesirable site conditions such as 
topography precluding the possibilities of economical 
layout, poor quality of rock for foundation. type of 
construction consuming considerable time and unusull 
hydrological considerations. Likewise, answerS may b~ 
required to difficulties of op:!rating th! control gate. 

under emergencies created by natural calamities which 
cannot always b~ predicted. Many time . special efforts 
are needed to give proper balance between benefi ts and 
costs to assure the economic justification of Water 
Resources Projects. undamentaJly, hydrau lic problems 
posed by dynamic fl ow of water during diversion and 
ultimate stages of the project operation have to be 
solved by proper means to maintain the economic 
interests of the project at every stage as explained in the 
article. 

2. Flow Deflector for Minimi iog Cost of Protective 
Works of adjacent Structures during Diversion Stage 

2.1 The Ukai Hydro-electric Project which has been 
completed in the year 1972 consists of a composite 
masonry-cum·earthen dam near the village Ukai about 
II 6 km upstream of Surat city of Gujarat State, J ndia. 
Th~ project provides irrigation to 1.5 lakh ha of land and 
would ultimately generate 300 MW of power. Protection 

189 
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of downstream region which was being flooded fre
quently has also been achieved by this project. 

2.2 Sub-surface investigations showed that the left 
terrace provided an ideal site for spillway as the rock 
profile was predominantly higher on the left fl ank and 
dipped rapidly towards the right bank of the river. The 
main river was closed by an earthen dam rising about 
69 m above the river bed and involved laying of as 
much as 7.36 million m3 of earth work which could not 
be tackled in one season but had to be spread over a 
minimum period of three working seasons. Passing the 
monsoon flood s over the partly completed earthen dam , 
though achieved successfully on many projects in the 
country and elsewhere, was ruled out at Ukai because 
of the staggering flood peaks that had to be faced. The 
flood peak to be passed was as high as 45,000 m3/sec. 
Suitable diversion of the river, therefore, presented a 
major problem. 

2.3 The geological and topographical situations at the 
site and the immensity of the discharge to be faced made 
the choice of tunnels for diversion economically 
infeasible. Hence, the diversion of the river was effected 

Layout of diversion channel 

<1 2<10 4'Om 
Scole 

River side 

~ !!:.!llQ 

through an open cut channel of suitable dimensions. 
The diversion channel at Ukai catered to a discharge of 
the order of 45,000 m3/sec which was nearly four times 
the discharge of the River Nile at High Aswan Dam, 
Egypt. The layout of the diversion channel had to be 
curvilinear in order to be economical and this was 
expected to result in spiralling currents and cross waves. 
(see Figure 1). 

Literature available on open channel flow does not 
throw enough light on the design practices for curved 
reaches. The normal practice is to provide a radius of 
curvature equal to certain mUltiple say 7 to 15 of tho 
bed or water surface width(l). However. the effects of 
spiral or helicoidal flow are minimised when the radius 
of curvature is about 3 times the width of the channel. 
From economic considerations, the shortest curvature 
possible for the Ukai diversion channel was a radius of 
54].5 m which gave a ratio of 2.3 for the radius to the 
width of the channel. 

2 .4 The layout of the diversion channel was studied in 
a 1/l00 scale hydraulic model, initially for a discharge 
of 28,000 mS/sec. As expected, the flow velocities at 

101 x203Ytire netlOS.W.G. 
203 x 203 wire net 10 S. W.G. 

212mm metal layer 
(~' :I"'''' 70·2",,,,1 

0 ·61 m rubble pitching 
Detail 'X' 

o 1·0 2·0m 

Scale 

2 I Rock pitching 
~~!..~;M;;.ii~~:__~+-__::::::§~ G.I..0&88 

. . 
FIGURE 1 : Layout and details of the diversion channel, Ukoi Dam Project, Gujarat. 
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1he beginning of the bend were more at the inner bank 
when compared to the outer curve of the channel. High 
velocity filaments crossed gradually to the outer bank 
and the low velocity filaments moved nearer the inner 
bank in the initial reaches of the channel, until a section 
was reached from where the outer bank velocities were 
consistently higher in consonance with the theoretical 
-expectations. The velocities on the right bank were 
as high as 14 m/sec in the beginning and sharply dropped 
to about 3 to 4 m/sec thereafter (see Figure 2). A most 
economical banking involving least rock cutting on the 
bed of the diversion channel gave only a marginal 
relief (see Figure 2) and the safety of the diversion dam 
'Was still jeopardised. Protective pitching against the 
bank velocities of the order of 14 m/sec would require 
blocks weighing about 680 tonnes(2) . This would not 
only involve large investment but also considerable 
time and it was not possible for tbe project engineers to 
raise the diversion dam within a working season as 
·scheduled. 

2.5 Considerable discussions ensued to evolve a suitable 
bydraulic means to minimise the cost and time of cons
truction of the protective works. It appeared necessary 

to supplement the action of the uperelevation by 0. 
pr per mean. to deflect the high velocity curr nts from 
tbe right bank. Studies on the hydraulic model proved 
the idea of a deflecting spur was the best under the 
circumstances. Various combinat ions of locat ion, lengths 
and angle of the spur wer studied on the m del and 
the m t economical choice for a diversion discharge of 
28,000 m3/sec appeared to be a deflector spur oriented 
at an angle of 23 degree with respect t the radial 
line(3) (see Figure I). With this means the I cal velocity 
at the entrance of the diversion channel dropped 
from 14 m/sec to about 3 m/sec and even 1 m/ ec (see 
Figure 3). The ultimate economy on this account which 
depended upon the sixth power of velocity (stone size) is 
shown in Figure 5. As the studies were in progress, the 
River Tapi experienced a flood of 42 ,000 ma/sec in the 
year 1968 against the original design flood of 28,000 
mS/sec. The hydrology of the river was reviewed and it 
was decided to check the design of the deflector pur for 
a revised discharge of 45,000 m3/sec (Figure 4). It was 
not possible to alter the design of the diversion channel 
but the possibilities of increasing the height of the 
diversion dam a nd redesigning the protective mea ures 
were kept in view. The efficacy of the spur structure 
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FIGURES 2, 3 & 4 : Vc)()city along upstream right bank of diver ion channel. 
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FIGURES 5 & 6: Ultimate saving In protection of upstream right bank- Results of Studies on Diversion Channel, 
Ukai Project. 
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for the revised design discharge of 45,000 mB/sec is shown 
in Figure 6. The study indicated that masonry blocks 
of sizes ranging fro m 6.lm x 6.1m x O.61m to 9.1m x 9.1 
m X 0.9] m were sufficient to withstand the local velocities 
of9 to 12 m/ ec respectively (see Section B-B of Figure 1). 
A special type of caged pitching using wire nets on the 
right bank was used for protection of the field structure 
(see detail 'X' of Figure 1) . III the year 1969 a flood of 
28,000 m3jsec passed in the diversion channel and in the 
year 1970 an increased flood of 37,000 m3/sec which was 
nearly equal to 80 percent of the revised design dis
charge passed through the diversion channel safely and 
thus proving the deflector spur as a hydraulic means to 
effect economy for the open channel diversion of the 
entire river during the construction of the Ukai Dam 
Project. The approximate saving on account of this 
hydraulic design was about 40 percent of the cost of the 
flood diversion works of the project. 

3. egmental Overflow Crests for augmenting Discharg-
ing Capacity over Spillways in a Narrow Width 

3.1 The Badua Dam aims at harnessing the River Badua 
for irrigating 32,500 ha of land in Bhagalpur and 
Monghyr districts of Bihar State, India. The main river 
was blocked by a 457 m long and 40 m high earthen 
dam to create the reservoir. The spillway consisted of 

CII. I .. 30'48m 

Figure 7 

a concrete overfall and chute. A secondary weir with 
an Ogee crest was situated just at the lower end of the 
chute (Figure 7). Thus the energy of fall of 27.59 In of 
water head from the reservoir to the downstream 
channel was divided into three steps of 3.21 m, 22.75 m 
and 1.63 m respectively. The effluent energy from the 
lowest weir waS passed into an artificial open channel 
before it ultimately cascaded ioto the river. 

3.2 The maximum spillway outfiow was of the order 
of 2,8 31 rns/sec. The spillway site was located in a 
saddle between two hillocks rising steeply in certain 
portions. The valley between the hillocks had gradual 
convergence followed by a diversion in plan. The 
minimum clear width between the hillocks waS 75 m . 

3.3 Considerable attention was paid to the optimisation 
of the spillway layout and basic design because of the 
relatively bigh cost of flood provision. The main 
problem lay in the proper choice of the spillway with 
the restrictions imposed on the width of the chute by 
the hillocks. The maximum width of the chute com
patible with minimum side hill cutting was fixed at 
91.4 m. Several alternative spillway arrangements were 
investigated and extensive hydraulic model studies
carried out on the main spillway(4)(&). The develop
ment of the layout started with a straight alignment: 

I. 
12 

, c 
Relative I ,.. .~ 

efficiencyl..l____ ["" ~ ; 
....---;----. 1' 3 'u : 

I "2~:O 
I 1'1 ... ~ 
I "O~ ~ 
I ~: 
, CIt 0 

e 10 

2 

0~~ ____ ~ __ ~7~· ~m __ -L ____ ~ 
.0 ~o eo 100 120 

Flow 
Width of pilot channel m 

Figure 9 : Design of pilot chonnel' 
Flow 

~ 

Type-Straight weir 
Discharge::2831 m3/ sec 
Depth Of] 
overflow = 6 ·4 In 

\ + I 

~( I . m' 

Type-Segmentol weir 
Di$Cha,.~ = 2831 m'/sec 
Dep~h of = 4 .73 m 
overflow 

Figure e . Comparative study 

FIGURES 7, 8 & 9 : Chute Spillway, Bad.ua Dam, Bihar. 
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which carried the maximum outflow of 2,831 mS/sec at 
a depth of 6.4 m (see Figure 8). Various crest align
ments including semicircular. triangular and other 
curved and pologonal shapes were studied in order to 
achieve economy in the height of the dam. Some 
arrangements which were effective at lower discharges 
experienced hurdling action in the stilling basin at 
higher discharges due to the interference of the lateral 
flows. These designs were also found to involve larger 
costs for foundation. 

3.4 Further study brought to light that it would be 
most economical if the spillway layout followed the 
shape of rock ledges in plan as revealed by the sub
surface exploration carried out in the field when the 
hydraulic model studies were in progress. Accordingly, 
the layout of the spillway was modified keeping in view 
maximum hydraulic efficiency compatible with the 
economy of cost of foundation and also the hill cutting 
on the sides to create a good approach to the spillway. 
The finaJly adopted design was a · segmental weir, 
consisting of two straight lines connected tangentially 
by a central arc of 33.5 m radius (see Figure 8). Tbe 
relatively high capacity of this type of spillway was 
associated with fairly smooth flow conditions in the 
approach to the spillway, provision of suitable con
trolling chute slope to prevent throttling of the flow at 
higber discharges and also the necessary minimum chute 
width for the discharge in keeping with minimum side 
bill cutting. The increased capacity of the spillway 
resulted in a saving of about 2 m in the height of the 
earthen dam. 

E1.98 1.19 11'1 

E lge9-~m 

.. • .. -• 
962 

E ~U8 
.£ 
c 
~ -o 
! 9 14 

w 

o 10 

t----- 71 · 14", 

3.5 The discharge from the lower weir was pa sed into 
an artificial channel. In evolving the dimension of 
this channel it was to be ensured that the e cavation and 
the hill cutting remained minimum. At the arne time, 
it was to be ascertained that the hydraulic jump did 
not get drowned to an extent to impair energy dis ipa
tion. Care was also taken to provide necessary sequent 
depth for the hydraulic jump after the pilot cut channel 
developed and attained the regime depth in due course 
of time. Thus the economical setting of the stilling basin 
level was also to be kept in view. All these factors 
were studied and an initial cutting of 76.2 m width was 
adopted for the pilot channel. Figure 9 shows the 
results of the studie made for the deSign of the optimum 
dimensions of the tail obannel. It can be seen that the 
proper hydraulio design of the spillway crest and the 
tail channel resulted in saving in the height of the dam 
and also helped to avoid unnecessary hill cutting and 
earth excavation for the tail channel. 

4. Twisting and Laterally Spreading Ski-jump to MinJ. 
mi e Bank Cutting and Erosion in tbe River Bed 

4.1 The 70 m high concrete dam across the River 
Umium in Assam, India, is an integral part of the 
Urnium Barapani Hydro-electric Project which generates 
36,000 kW of hydropower. The dam site is situated 
slightly downstream of a sharp right angled bend in the 
river. Disposal of floods of the order of 2,100 mS/sec 
is effected through two spillway spans 12.19 m xl 1.93 m 
provided with radial gates (see Figure 10). 

4.2 Design of the energy dissipator for the spillway 
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posed numerous problems. There was a soft phyllitic 
band at a di stance of 195 m from the axis of the darn. 
Design of the energy dissipating device was required to 
meet the needs of satisfactory hydraulic performance 
against inflow velocities as high as 35 m/scc and 
minimum impact on the phyllilic band. 

4.3 A hydraulic jump type energy di sipalor was con
sidered the best in view of it efficiency of energy 
dissipation. The maximum conjugate depth for the 
stilling basin wa of the order of 22 m. The floor level 
and dimensions of the sloping apron designed on this 
ba is of the tail water ' rating curve at the site are 
depicted in Figure) I. Studies on Ihis design revealed 
atisfactory hydraulic performance and there was a 

:good degree of energy dissipation within the apro~: 
.1 

~.4 The sloping apron design was, found to · irlterfere 
with the outfall of the diversion tunnel at a . distance of 
1]2 m from the axis of the dam. Also, the design 

1nvolved deep excavations and concreting over a long 
length. The excavation for the apron involved a depth 
.of about 12 m below average ground level and a width 
.of 36 m over a length of about 87 m. The huge quantity 
.of rock excavation and concl1eting in the difficult terrain 
was very costly and hence called for an economic design 
with reasonable hyd rauiic efficiency . 

4.5 Feasibility studies on a roller bucket did not yield 
-Satisfactory results from the point of view of economic 
energy dissipation. Hence, recourse was taken to 
ki-jump bucket type dissipator. and iove tigations were 

carried out on the model to evolve a suitable design. 

4.6 Three designs of ski-jump bucket with inverts at 
EI. 917.45 m, 918.97 m and 920.49 m by maintaining 
the bucket radius at 24.38 m and lip flngle at 40° were 

studied. In all the three cases, Ski-jump action was 
perfect with good aeration for all depths of overflow. 
For the lowest bucket level, the jet impinged on the 
"oft phyllitic band where supercritical flow occurred 
downstream. With the invert at 920.49 m the jet 
impinged on the ground at about 12.2 m upstream of 
the soft phyllitic band. At this stage, it was decided to 
device a suitable modification in the design to introduce 
more air-entrainment for the dimunition of the energy 
of the falling jet. The lip of the ski-jump bucket with 
invert at E 1. 920.49 m was modified into the form of a 
jet spreader with the lip angle of 40° in the middle, 
decreasing to 30° at th~ flanks. In plan. the lip 
conformed to the parabola Y = 0.0167 X 2• The design 
was studied on the mode1(b). It was observed that the 
Ski-jump jet spread over a large area due to differential 
tbrow off. Wider spreading of the divergent jet resulted 
in larger air-entrainment and consequently reduced 
impact pressures on the ground. The area of impact 
was more than in the case of a conventiona.l ski-jump 
bucket with uniform lip angle throughout. The ski-jump 
jet was more divergent towards the right for discharges 
larger than 1,652 m3/sec and attacked the right bank of 
the river (see Photo I). This divergence could be 
attributed to the asymmetrical approach of the river 
upstream of the spillway. The attack on the right bank 
was undesirable as it would lead to sliding of the hillock 
into the river. A cross superelevation was imposed in 
the bucket so as to twist the ski-jump jet in space and 
divert it towards the left. Radii of different magnitudes 
were considered for the curvatures between tbe invert 
and the lip. Starting with a radius of 24.38 m at the 
right, tbe radius pr gressively increased to 27.43 mat 
the centre and eventually to 30.48 m at the left extreme 
of the bucket. The spreading of the ski-jump was 
effected by altering the lip angles from 40° on the right 
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flank to 23° 35' on the left by imposing a parabolic 
shape to the lip in plan (see Figure 12). Studies on the 
design showed that the attack on the right flank was 
avoided except for the grazing of stray jets for the 
maximum discharge (see Photo 2) . Thus, by providing 
a cross superelevation to the bucket, impingement of the 
jet on the right bank was avoided thereby eliminating 
protection works which would have entailed exhorbitant 
costs. In addition, by providing a ski-jump, the quantity 
of excavation required for the energy di sipating device 
was reduced by about 90 percent as compared to the 
sloping apron. 

5. Use of Improvised Stilling Basin for Dh'ersion-cum
Power Tunnels to Accommodate Power House 

5.1 The Beas Dam Project has a 116 m high ~and
gravel-boulder fill major dam on the River Beas, a 
tributary of River Indus near village Pong, Punjab, India. 
It is one of the units in the comprehensive plan for the 
development of irrigation and p ower potential for the 
Punjab and Rajasthan States. The outlet works for 
diversion of discharge durlDg construction consisted of 
five tunnels of 9.14 m diameter each. Three of these 
tunnels (designated as PI' P2 and Pa) will house 7.5 m 
steel penstocks for the generation of power in thc 

PHOTO 1: Performance of ski-jump bUCket- Energy dissipator, 
Umium Harapani Hydro-electric Project. lndia. 
(R ... 24.38 m; a = 40' at the centre and 0 = 30° 
at the flanks). 

PHOTO 1: Performnnce of the Ski-Jump with cross supcreJfv8-
tlon downstream of the Invert Encrl-tY dissipn tor, 
Umium Harnpan! Hydro-electric Project, Indill . 

ultimate stage. Part of the first diversion stage discharge 
was passed through the power tunnels. In the de ign, 
two power tunnel (PI and P2) have been separated from 
the third onc (Pa) by a long divide wall. The tunnels 
PI and P2 had a common sti lling pool (see Figure 13). 
The tunnel P a had an elaborate design of stilling b:J.~in 
as this had to serve II longer period of diver~io n . 
Howcver, the stilling basin requirements for the 
diversion stage power tunnel PI and P2 were Icss 
demanding for the following reas ns : 

(i) the stilling basin would function for only two 
years or so during construction, 

(ii) the channel downstream was proposed to be 
concrete lined completely up to the outfall into 
the river, and 

(iii) after installation of power penstock and the 
turbines in the valve house floor , the turbine 
efflux would have considerable les ·cr velocities. 

5.2 The maximum head during diversion was of the 
order of 60 m with a maximum discharge of 1,286 m3J 
sec through each tunnel. Hydraulic studies on a 1/40 
scale model indicated that thc performance of thc valve 
housc floor as a stilling basin was very poor. The flow 
from the tunnel did not follow the rapid expansion 
resulting in high velocities along the centre linc of thc 
tunnel accompanied by the eddies on sides to a con
siderable distance (see Figure 13 and Photo 3). 

5.3 Tt becamc evident from the studies that unless the 
momentum change from the tunnel exit took place in a 
more regular pattern , the energy dissipation would not 
be sufficient. Introduction of fine grain turbulence by 
formation of at least a partial hydraulic jump with 
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FIGURE 13 : Design of stilling basin power tunnel (diversion stage) Beas Project . 

minimum horizontal reverse flow would achieve reason
-able energy dissipation(8). On this background an 
Jimprovised design of 1 : 6 Baring side walls was evolved 
to achieve gradual expansion of the jet (see Figure 13). 
.Intermediate openings on tbe side walls at regular inter
vals were intended to equalise the lateral hydrostatic 
pressureS and to effect economy in the design of walls. 
This design was an eventual step to increase energy 
dissipation. While the studies were in progress certain 
modifications were introduced in the design to suit the 
revised layout of the wye branches of the turbine pen
stock. The parabolic glaois was lengthened from 44.8 m 

to 52.0 m. The length of the valve house floor was 
also increased from 19.5 m to 47.0 m. Another major 
modification was lowering the bed level of the tail-race 
channel by 3.66 m to gain head on the turbine (see 
Figure 14). The experience on the previous model 
studies were kept in view while determining the radius 
of curvature of side wall to satisfy the hydraulic condi
tion as well as the requirements of space necessary to 
accommodate the wye branches and the turbines in the 
ultimate stage. This remlted in redu.ced excavation 
(see Figure 14). The flow within the curved walls on 
the parabolic glaciS resembled the phenomenon of a 
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PHOTO 3 : Performance of the stilling basin for power luonels 
PI lind P 2 (diversion stage), Beas Project, India 
(original design). Discharge through each tunnel 
co 1286 mg/ ec, tail-Wilier elevation=331.41 m. 

hydraulic jump forming partly on the parabolic floor 
and partly on the horizontal floor of the valve house. 
Basic studies conducted at CWPRS, Poona, indicated 
that the sequent depth requirement for hydraulic jumps 
on the parabolic floor would be lesser than that on the 
uniformly sloping floor. Thus it would seem that the 
utilisation of the parabolic glacis with a proper lateral 
divergence for the formation of hydraulic jump would 
give reasonable energy dissipation for the diversion stage 
design. However, in the present case the actual depth of 
flow above the valve house floor was about 8 to 10 p er
cent more than that required for the hydraulic jump on 
the horizontal floor of the valve house. Studies showed 
spectacular improvement in energy dis ipation (see 
Photo 4 and Figures 13 & 14). The velocities near the 
bank were reduced from about 5.8 m/sec to 3.2 m/sec. 
This resulted ill a large saving of the cost of bank 
protection. In addition, proper choice of improvised 
stilling basin utilising the structures intended for the 
ultimate Power House Structure provided economical 
design of the energy dissipator for flow diversion 
through the power tunnel of Beas Project. 

6. "Slot Flow Arresters" for Minimi ing DownpuU of 
Emergency Gates in High Head Conduits 

6.1 The epoch making ear thquake in December 1967 
necessitated immediate depletion of the Shivaji Sagar 
Reservoir for the inspection of possible damage to 
the Koyna Dam, India. Additional outlet facilities were, 
therefore, planned by converting the penstock pipes into 
outlets sluices with suita ble terminal constrictions to 
bring the average velocities in the improvised sluice to a 
limit of 13 m/sec. The penstocks had individual bulk 
head gates at the bell mouthed entrances followed by 
intake gates operated by hydraulic hoists. The intake 
gate of size 1.98 m x 2.59 m designed for operation under 
a head of 71 m had upstream skin plate and upstream 

PHOTO 4 : Performance of the stil ling basin for power tunnels-. 
PI and P. (diversion stage), Seas Project, India 
(modified-design). Discharge through each tunnel 
"'" 1286m:i/sec, tail-water elevation = 337.41 m. 

seals with supporting girders on the downstream side (seo
Figures 15 & 16). The design hoisting capacity of the 
gate waS 28 tonnes whicb accounted for the weight of' 
the gate (5.5 tonnes ) frictional forces (19.3 tonnes) and 
water load (2.3 tonnes). 

6.2 When the gate was operated under a head of 38 m 
in April 1968 it opened only up to a height of 0.6 m, 
from its closed position, when the oil pressure in the 
hoist cylinder indicated an intensity of 110 kg/cm' 
(100 kg/cm2 was equivalent to 28 tonnes) which was 10 
percent in exceSS of the design capacity of 28 tonnes(1). 
Pressure on the bonnet cover was 0.7 kg/em! which 
amounted a downpull force of 14 tonnes on the gate as 
against the design value of 2.3 tonnes under 71 m head. 

6.3 Unless measures were taken to reduce the water 
load on the top of the gate it could not be opened further. 
In the hydraulic design of the fixed wheel gate with up
stream skin plato and seals the inflow into the gate 
housing due to the leakage flow past deshaped seal and 
also the vertical flow within the gate slots caused by 
steep pressure gradients in the converging stream lines 
below the lip of the gate are to be considered(8). Water 
entering the gate housing flushes out through the outflow 
gap on the downstream side between tbe body of the 
gate and the downstream face of the gate housing and 
also through the drain holes on the web plate of the 
girders. The outflow is a function of the residual head 
which stagnates on the fop of the gate as a result of the 
unsteady inflow-outflow-storage balance in the gate 
hOUSing. The residual head on the top of the gate 
augments the downpull forces on the gate. 

6.4 In the present case, increasing the capacity of the 
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hoisting equipment involved redesign and replacement 
of the hydraulic pumping machinery and the hydraulic 
circuits, in addition to Joss of time and cost. Minimis
ing down pull by increasing the outflow areas through the 
drain holes on the gate girders and through the clearance 
between the body of the gate and the downstream face 
of the gate housing was not possible as they involved 
structural problems. Hence, inflOW control was thought 
of as the best remedial measure. 

6.S Filling up the working space above the step on the 

upstream side of the gate housing would help to close 
the seal gap. This would, however, necessitate the 
complete withdrawal of the gate from the gate housing 
for inspection and mt-nor repairs to the seals and gate. 
This involved periodic expenditure for dismantling and 
refixing of tbe hoisting equipment. 

6.6 Considering the economy and time involved for 
construction, it was proposed to weld mild steel angle 
Subsidiary seals of -size 65 mm X 65 mm on the skin plate 
with a small clearance of ± 4 mm which reduced the 
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seal gap by about 90 percent at 0.6 m gate opening (see 
Figure 16). The spacing of the subsidiary seals was 
based on the consideration of effecting sealing action 
with the existing seal plate in succession with the top 
rubber seal. With the incorporation of the sub idiary 
seals the gate opened successfully to the full height in 
April 1968 under the head of 38 m. 

6.7 The intake gate which opened in April 1968 with 
the provisional arrangement of subsidiary seals at a head 
of 38 m could not be opened beyond 0.61 m under an 
increased head of 51 m in August 1969. Extending the 
vertical seal plate for a part height up to the level of the 
inspection platform and fixing two more subsidiary seals 
did not help to open the gate. Water pressure on the 
bonnet cover of the gate housing was observed to be of 
the order of 6 m indicating a water load of 14 tonnes on 
the gate. The total force required to ra ise the gate 
worked out to 35 tonnes, (25 percent in excess of the 
design hoist capacity). 

6.8 Analysis of the flow circulation indicated that the 
inflow through the upstream seal gap after providing 
subsidiary seals would be only about 15 percent of the 
total inflow required to cause a pressure of 6 m On the 
bonnet cover of gate housing. This lead to the conclu
sion that additional inflow tbrough the gate slots was 
responsible for the heading up of water on the gate. 
Tbis was confirmed by a flow visualisation after removing 
a part of the bonnet cover at tbe Site. 

6.9 With a view to reduce the inflow through the gate 
slots, fiat plates designated as "Slot Flow Arresters" 
were juxtaposed within the gate slots with a clearance of 
3 mm so as to COver an area of about 71 percent slot 
flow (see Figure 16). The plates were located a little 
above the roof of the conduit so that the lowest edge of 
the gate will always be below the plate. After incor
poration of the "Slot Flow Arresters", the gate was 
opened successfully under a head of 50 m. Thus incor
poration of this device enabled the gate operation with 
the existing hoisting equipment which otherwise was to 
be redesigned for about 125 percent of the design 
capacity for operation under 70 percent of the design 
head. 

6.10 Subsequent to the prototype experience at Koyna, 
the efficacy of "Slot Flow Arresters" was investigated on 
a specific model. Studies indicated that with a blockage 
of 90 percent of the slot flow arca by means of "Slot 
Flow Arresters", the downpull force could be reduced by 
85 percent of the value obtained in the basic design 
without them. Even with a deshaped bulb of the top 
seal, the "Slot Flow Arresters" reduced the downpull to 
the extent of 55 percent compared to the basic design 
-without seal leakage (see Figure 17). 

7. Conclusion 

Efficient hydraulic designs such as the flow deflector 
for Ukai diversion channel, the double entry crest 
spillway of Badua Dam and the uperelevated ki-jump 
bucket for the Umium Barapani spillway resulted in 
Jarge savings ill these water resources projects. In many 
cases. proper planning f the various structural elements 
of the project to erve different functions at different 
stages resulted in considerable econom as has been 
realised in the design of the stilling basin for the Power 
Tunnel of Beas Project. "Slot Flow Arrester" incor
porated in the design of Koyna penstock intake gate 
was an example of a simple hydraulic expedient which 
saved time and money in post-construction stage. 
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Potential of Conventional and Nuclear Techniques 
in Water Resources Evaluation in India 

Introduction 

UMESH CHANDRA K. BALU M. P. S. RAMANl 

Desalination and Effluent Engineering Division 
Bhabha Atomic Research Centre, Bombay ((odia), 

SYNOP IS 

Various investigations invo/I'ing the use of conventional and isotope methods for 
determination of filtration rate. stage speed, direction and vertical flow of ground 
water, streamflow measurements have been rel'iewed to highlight the merits and limita
tion of the methods involved. Study of infiltrati01l ofprecipitation and supplemental 
irrigation in seventeen di tricts of western Uttar Pradesh . as initiated by Department of 
Atomic Energy is reported. The data of recharge for a year of normal monsoon is 
reported. In order to study aquifer response and predict water-level changes conse
quent to withdrawals from the aquifer. the technique of resistance-capacitance analog 
simulation is being studied for a basin between Hindon and Krishni Rivers in western 
Uttar Pradesh . Geohydrological data which serve as input to the analog and the 
complexity introduced by the presence of extensive clay bands in the aquifer are dis
cussed. Various hydrological investigations employing stable isotopes have been 
reviewed and case studies for some investigations are being initiated. Application of 
nucleonic soil moisture and density gauges in various hydrological studies is reviewed. 
An increasing use of isotopic methods by various water resources agencies in 'he 
country is stressed. 

Bore-bole Dilution Techniques 

Many hydrologists in India are not using nuclear 
techniques (l)(2)ll')(') because there is lack of under
standing among them of; tbe principles. various appli
cations and potential benefits of, these methods. These 
techniques find tbeir applications in determination 
of velocity, direction, vertical flow of ground waters; 
determination of seepage from hydraulic structures ; 
measurement of canal and rivt'r discbarges; identifying 
the mode and extent of recbarge to ground waler; 
determination of origin of ground waters and aquifer 
interconnections, etc. The potential of the nuclear 
techniques as supplement and as alternative to conven
tional hydrological methods has been reviewed and 
discussed in this paper. 

Determination of Aquifer Parameters: Filtratjon Rate, 
Stage Speed, PorOSity, Transmissibility 

Various radio·active isotopes in ground water investi
gations have been used in single-well and multi-well 
methods. Filtration veloci1Y, Vf, obtained by single
well technique (n) when used with stage speed, V, which 
is deduced from multi-well method (6), helps a hydro
logist in computing yet another important aquifer para
meter, i.e., effective porosity, e by the folJowing relation, 

Vf = e.v 
By determining filtration velocity and if the gradient, i, 
is known the per mea bility of the ground water field , Kf,. 
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can be obtained by Darcy's law, i.e., Stream Gauging 

Vf = i.Kf 

1 n addition to this, single-well pulse techniques C) 
(8W) have been .. developed to deter~ine tr~n~mi~si
bllities and porositIes of a layered aquifer by toJectJng 
radio-active tracer into the aquifer and then pumping it 
out. 

The traditional methods of determining permeability 
in situ are the pumping and packer tests. Many investi
gations in t he recent past have been carried out to 
compare (10)(l1)(12)(J3) the results obtained from 
these traditional methods with bore-hole dilution techni
ques (14)(15) wbich use radio-active traces, while 
knowing that the methods cover a larger or smaller 
region of the aquifer. In the light of these comparisons 
it can be showed that dilution methods produce sub
stantially the same results as the usually very onerous 
pumping tests. Dilution methods prove to be more 
economical in terms of operational time, cost and 
repeatability of the studies than pumping tests. Used 
to supplement the pumping tests, the dilution method 
yields the stratification of the permeability values in the 
vertical profile penetrated by a bore-hole. 

By the use of the dilution techniques various interest
ing and new findings have been reported in various 
investigations of ground water exploitation eO), well 
installation (13), seepage from rivers (17) and canal 
(l8)l19) and soil consolidation(2°). 

Determination of direction of ground water flow 
while employing radio-active tracers (11)(22)(23) in the 
dilution techniques has proved an elegant aid for 
determination of, area of a ground water field; protec
tion zones of drinking water catchments (24) ; load on 
ground water as a result offoundations(1°) and hydraulic 
engineering works, drainage, etc. 

In addition, the dilution techniques have the advant
ages; one needs only one bore-hole of a small diameter 
(about 5 cm) for measurement; measuring time is very 
short about 1 hour for 1m/day; the range of measur
able velocities lies between some mm/day to some 
hundred m/day. 

Determination of Vertical FlolV of Ground Water 

Of vital information is the detection and estimation 
-of vertical flow in bore-holes. For BoWl! of medium and 
i~h velocity, mechanical current m:ters used !n various 

_nvestigations (U)t26) have been found effiCient and 
Simple to use, but the precisi~n. of mechanical met~rs 
deteriorates as a result of fnctlOn and hence radiO
active tracer logging methods (27) have been found 
reproducible and more efficient. Measure.ment of~ertic~l 
flow in bore-holes Yleld valuable lOformatlon 10 
jnvestigation of water production {10), seepage from 
dams (iO)(l4)(28)(29), location of permeable zones (10)(14) 
(15)(28), and hydrological communication(SO). 

The measurement of the discharge of rivers and 
canals is of considerable importance to hydrologists 
and engineers and to economic development of 
water resources. Radio-active methods(31)(33) of river 
measurement although are not universalJy applicable 
but are often complimentary to the other conventional 
.methods and in time should take their place as a system 
which can provide highly accurate measurement of 
stream discharge. 

Continuous measurement of streamflow is expensive 
and where the expense can be justified is conventionally 
carried out by the construction of a weir or flume. Such 
construction ha to be carried out with great accuracy 
to enable the flow to be calculated from a rating 
formula which might have evolved from scale model 
calibration. Radio-active tracer methods can be of 
va.lue for accurately checking the actual performance of 
such a structure after its construction or when there is 
some doubt about its performance due for instance to 
siltation. 

Discontinuous or spot measurements of a stream
flow are often carried out using current meters. The 
method is not easy or accurate under some conditions 
such as (i) high velocities (5-10 m/sec) which may occur 
during floods; (ii) small and very variable depth 
streams; (iii) in rivers where much debris is transported. 

Tracer techniques provide another advantage over 
conventional method and are essentially for disconti
nuous measurement. The method is highly accurate 
when used under suitable conditions. The principal 
requirement is the complete mixing of the tracer across 
the width of the river. This can be difficult to establish 
in wide slow flowing rivers or where tnbutaries or bank 
discharge occur over the stretch of river where measure
ments are required. 

The tracers which have been used and generally 
found to be satisfactory include 14Na as bicarbonate, 
82Br as ammonium or potassium bromide, 5JCr EDT A, 
131] in the presence of sodium thiosulphate, SH 
as tritiated water. 

The measurement of rivers in flood (84)(8&) is difficult 
and can only be attempted at ptesent when the river is 
fairly well restricted by its banks. If there is extensive 
flooding out of the channel, complete lateral mixing is 
not usually achieved and the measurement is not valid. 
With large flows, often occurring at short notice, tritium 
is the only convenient tracer. 

Ground Water Recbarge 

The ground water reservoir beneath the Gangetic 
Plain in western Uttar Pradesh is very vast and poten
!ially ~ery productive. TubewelJs with Significant increase 
In their number every year are being installed in this 
region in order to tap water from shallow as well as 
deep aquifers. Any long-term plan for exploiting this. 
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~round water for agriculture and industry should be 
-preceded by a thorough investigation of water budget. 
The first step for this study is to know the rate of 
Techarge in the region. 

Department of Atomic Energy had initiated study of 
:recharge in seventeen districts of western Uttar Prade h 
by a more reJiable technique using artificial tritium as 
water tracer, a technique first developed by Munnich t3G). 

Tritiated water was injected at 70 cm depth at about 4 
or 5 sites in each district (Figure 1). The site selection 
was done random. The injection work was carried out 
just before the onset of monsoon of ) 97) . Periodical 
sampling of soil at the sites was carried out for deter
mination of soil moisture and tritium contents of vadous 
layers through which the tracer had infiltrated. 

The infiltration of precipitation and supplemental 
:irrigatiun into tbe soil was studied at about 50 sites in 
1971. The results (37) indicated an average recharge in 
-western Uttar Pradesh of 21.5 cm of water per year. The 
year 1971 was a year of normal monsoon and the above 
value may be taken as typical for a normal year. 

Further investigations to examine the influence of 
different crop on recharge are in progress, thus enabling 
the estimation of evapotranspiration losses from various 
crops. Tritiated water has also been injected at 10 sites 

«Figure 1), in the doab between Hindon and Krishni 
Rivers in Muzaffarnagar and Meerut districts so as to 
study more intensively the spatial variation of recharge. 

AqUifer Response by Resistance-Capacitance Analog 
S imulation 

In order to study aquifer response and predict water
level changes consequent to different withdrawals from 
the aquifer, resistance-capacitance analogs have been 
widely u ed elsewhere (38)(39)t40)(41)(42)(d3) . This useful 
and ver atile technique is being adopted to imulate 
the ground water basins in western Uttar Pradesh. 
Out of the proposed project area for this study, a pilot 
area between Hindon and Krishni Rivers (Figure 1), 
has been chosen for initial investigations. 

Pertinent geohydrological field data, viz., rainfall, 
water levels, withdrawals, transmissibility and storage 
coefficient, borelogs, evaporation for tbe pilot area have 
been obtained and processed. The typical geological 
profiles in the pilot area are shown in Figures 2 to 5. 
The presence of extensive and sometime indeterminate 
clay bands in the pilot area does not present a simplified 
case for simulation by resistance-capacitance analog. 
The aquifer can be said to be leaky-confined which IS 
indicated by the data of pumping tests also. The typical 
values of storage coefficient aod transmissibility in the 
pilot area vary from 4.5 X 10-4 to 1 X 10-1 and 28,277 to 
153,000 U.S.G.P.D./ft respectively. For simulation in 
the analog, first the aquifer is being considered to be 
fairly homogeneous, neglecting the presence of clay 
bands and then the presence of clay bands will be 
simulated by designing a layered analog circuit connected 

by a suitable resi ter. Be ides the small river whi h act 
as hydrological boundaries of the pilot arell Ihe waler
Jevel divide boundary based on the water levels of 
October 1971 i shown in vertical discontinuou. line in 
Figure 1. 

table Isotopes for Hydrological Jov tjgations 

The heavier j otopes of water molecule are deuterium 
D aDd 180xygen, 1 O. They occur in natural waters in 
concentrations of about 320 ppm and 2000 ppm respec
tively. The varying proportions of these isotopes in 
terrestial waters can be measured with precisions of 
better than ± 2 percent f r D and ± 0.2 percent for 180 
by commercial mass spectrometer. 

Analysis of precipitation and water which bave not 
got evaporated show a good linear relationship between 
D aod 180 content (U). Using thi relationship, D and 
180 measurement on urface water can furnish indica
lions on the location of the catchment areas of the c 
waters. Thus, it bas been possible to detect for rivers 
of various countries of the earth a clear dependence of 
D contents on geographical latitude and orographic 
alti tude (45)('6). 

Hydrologists are often facing the problem of deter
mining the contribution of a river flowing into another 
one. 10 many cases this problem can be solved by 
deuterium, since the deuterium content of different rivers 
is unlikely to be tbe same. By mea uring the D content 
of each river before the confluence and after the contri
butions of each river can be figured out. 

Correlation of the isotopic contents of precipit:ltion. 
ground and surface water can be u ed in hydrographic 
investigations aod for a determination of the variation 
pattern with respect to ground watcr(47). Isotope 
measurements on lakes can contribute toward the 
balance of surface and sub-surface aflluents and inf'luents 
(47)(48). 

Studies of various problems of aquifer interconnec
tions and determination of origin of recharge in western 
Uttar Pradesh are being initialed in collaboration with 
State Ground Water lnvestigation Organisation. 
Observation wells for sampling based on tbe network of 
spring wells maintained by various agencies arc being 
selected depending upon the local hydrological problem. 

Nuclear Logging 

The neulron moisture gauge and gamma ray density 
gauge permit long-term studies on soil moi~ture 
movement, soil moisture deficiency(1U), determination 
of rates of infiltration of precipitation and irrigation 
water(60)(61), design of drainage paths, determination 
of aquifer porosity and amount of water in storage(1,~)(,ja) 
and performance of an aquifer in response to recharge 
and discharge ( 64). 

Neutron moisture and gamma ray density gauges and 
associated battery operated portable instrument · 
developed (ue.) in Bhabha Atomic Research Centre III the 
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past have been used at Trombay (56) and elsewhere to 
study the geological stratification, relative rates of 
infiltration and direction of soil moisrure movement in 
unsaturated zone. Improved instrumentation often 
used (UW7) in isotope methods renders the field investi
gations less laborious, more informative, quick and 
readily reproducible thus requiring minimum number of 
field personnel. 

Conclusion 

The potential of isotope techniques as supplement 
and alternative to conventional hydrological methods 
has been discussed. The application of nuclear techniques 
and instrumentation for various hydrological investiga
·tions by major water resources agencies in India is 
stressed. A combined approach, i.e. , use of conventional 
methods in conjunction with bore-hole dilution technique 
or stable isotope method wherever possible yields best 
possible hydrological information of any region. By 
the use of artificial tritium as water tracer, average 
recharge to ground water in western Uttar Pradesh has 

• been found to be 21 .5 ern of water for a year of normal 
monsoon. Resistance-capacitance analog simulation of 

aquifer in a pilot area in western Uttar Pradesh is being 
attempted to predict water-level changes. Case st udies 
for application of stable isotope methods for determina
tion of origin and interconnection of ground water are 
being initiated. 
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SYNOPSIS 

Nuclear techniques available for studies on water resources problems involve the 
use of one or the combination of methods, e.g., en vironmental isotope approach, injection 
and monitoring of radio tracers , or the logging with the help of sealed radiation sources. 
The environmental isotope approach could give information on the basic facts about a 
hydrological system, e. g., its origin, mixing process, age or residellce time and rate of 
water movement. Radioactive tracers could be used for stream discharge measurements, 
sediment transport, direction and velocity of ground water movement , leakages from 
warer carriers and reservoirs. Sealed radioactive sources are normally used for making 
non-destructive and repealed measurements of wafer equivalent of snow moss, soil 
density and its moisture, permeable characteristics of man-made structures or fractured 
rocks, water-level fluctuations and suspended sediment load. 

Indian contribution to the development of water resources adopting nuclear techni
ques is reviewed and a mention is made about the global status of these versatile 
methods. . 

A few observations are made for tlte economic solutions of some of our hydrologi
cal problems where the nuclear tools have greater advantages over the convelltional 
approaches. 

1. Introduction 

The use of nuclear techniques in water resources 
research forms probably one of the most significant 
peaceful use of atomic energy after nuclear power 
production. 

By the end of twentieth century, it is expected that 
the water consumption throughout the world will touch 
a figure of 5,000 km3/yr. This amount repre ents 
about 5 percent of the average precipitation or 15 per
cent of the average runoff (1) and may not appear large 
at the firs t instance. Considering tile spatial and tel1Jporal 
variabili ty of water dis tribution and the poor water 
use efficiency, one can realise tbe ,enormous quantities 

of water to be stored and redistributed for satisfying the 
need based requirements of local agriculture, industry 
and the community as a whole. Another paradox is 
that the progress of civilisation is linked up with the in
crease in pollution of the fresh water resources having 
serious implications of the very existence of man in his 
environment. The above consideration calls for an orga
nised research effort to work out the local and regional 
water balance with adequate knowledge of all the hydro
logic processes. 

The concept of hydrology can be summarised as the 
hydrological cycle, describing the various channels and 
patterns of water circulation, mainly within the earth', 
hydrosphere, in glaciers and ice-caps, as underground 
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water, in rivers and Jakes, and over and above in 
oceans. The subject of hydrology is considered as a 
' Dynamic Sequential System' consisting of an input and 
output of water. Backed by strong and powerful 
analytical tools like Laplace's transforms, probability 
theory, computers, remote sensing, etc. Hydrologists 
have been able to accumulate. analyse and interpret 
colossal amouut of field and laboratory data. More 
recently. nuclear techniques have become available to 
the hydrologist. 

The use of radiation Sources for determination of 
water equivalent of snow were reported as early as 
1950(2). The first researches on knowing the isotopic 
variations of water molecule were reported in 1953(3). 
Followed by these, Bengemann and Libby(4) reported 
on the potential use of environmental tritium in hydro
logy. These discoveries were followed by many other 
investigations but the actual impetus for the development 
of nuclear techniques in hydrology was given by a 
panel of experts who met in 1961 at the instance of 
International Atomic Energy Agency. Vienna. There
after, the Agency has sponsored four international 
symposia: first in 1963 at Tokyo; second, third and 
fourth at Vienna in 1966, 1970 and 1974 on the subject 
and also brought out several special reports for the 
benefit of users. A number of reviews on the potential 
applications of these techniques (0-11) have been 
published which are of great importance to the persons 
who are looking for introducing these methods of 
investigations. 

It is now widely realised and accepted that the 
nuclear techniques for water resources technology are 
one of the powerful tools available to practically all 
aspects of the hydrological cycle. 

The present article introduces various nuclear techni
ques, their applications in water resources technology, 
Indian contribution to the isotopic hydrology, global 
status of advancement in the field with some comments 
00 the economic solution of some of the hydrological 
problems in India. 

1. Nuclear Techniques 

The nuclear techniques make use of changes occurr
ing in both physical and chemical properties of 
isotopes. 

In stable isotopes, one makes use of the fact that a 
mass difference between isotopes of the same element 
produces small differences in their physical and chemical 
behaviour which in tucn establish slightly different 
isotopic compositions (isotopic fractionation) among 
co-existing chemical compounds or phases. 

In radioactive isotopes, use is made of the basic 
property of radioactivity with high sensitivity of 
detection made possible due to developments in 

electronic instrumentation. 

For convenience of description, these techniques can 
be divided in three sub-heads, viz., environmental 
isotope approach. use of artificial radioactive tracers 
and use of sealed radiation sources. 

2.1 Environmental Isotope Approach 

In environmental isotope approach, one makes use 
of isotopic variations caused by natural processes. Tbese 
isotopic variations can not be controlled by man and 
have been u eful in studying several problems in hydro
logy. Problems like origin, turnover and transit time 
of water in a system which can not be tackled by con· 
ventional techniques are amenable to isotopic techniques. 

Commonly u~ed isotopes for such studies are 180/160, 
2H/IH, 13C/12C (stable) and RH, HC (radioactive) and 
sparsely used ones are 34S/32S (stable) and uS;, mU. 
238U 228Th 230Th 2Z8Th 226Ra ~22Rn 210Pb 8lKr 3DA 
(radioacti~e). The char~cteristi~s of m~in en~ironm'ental 
isotopes used in hydrology(12) are given in Table I. 

TABLE I 

Some characteristics of main environmental isotopes used 
In hydrologY. 

Isotope Relative abundance Decay Half life Maximu m 
in nature (percent) energy 

(KeV) 

IH 99.985 Stable 

IH=D 0.015 Stable 

3H=T 10-15_10-12* ~- 12.26y 18.1 

lie 99.89 Stable 

13C 1.11 Stable 

uC 1.2 X 10-10.* ~- 5.370y 156 

180 99.76 Stable 

170 0.04 Stable 

180 0.20 Stable 

• The lower figure refers to the tritium content of precipita. 
tion before 1952 and higber to that reached in 1963 in the 
northern hemisphere. 

•• In modern carbon before 1950. 

Among all the environmental isotopic species of 
water HTO, HrO, HD180, H,t80 are of practical 
intereat in hydrology. The tritium concentration is 
expressed in T. U. (l atom of tritium in 1018 atoms of 
protium) while the stable isotopic ratios D/ H or 180/110 
are expressed in terms of per mille difference ('8 0;.0) 
expressed as: 
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o = (~-l )X 1000 
RSMOW 

where. Rs and RSMOW are tbe isotopic ratios for tbe 
sample and standard mean ocean waters. 

2.2 Use oj Artificial Radioactive Tracers 

The artificially produced radioisotopes are introduced 
as tracers in larger concentration and evolution of 
concentration with time is followed at one or more loca
tions. This kind of study can yield detailed information 
about the system but the results are always of limited 
applications in time and space. 

In general, the following criteria must be satisfied by 
an ideal water tracer: 

(i) The tracer should travel with the natural speed 
of water, i.e., the presence of tracer should not 
affect the physical properties, e.g., density, 
viscosity and temperature of water. 

(ii) It should not be lost by absorption or adsorp-
tion. 

(iii) It should have a suitable half life. 

tiv) It should be least toxic and hazardous. 

(v) It should be easily detectable in situ. 

(vi) It should not be expensive. 

All the above criteria are not satisfied by any single 
tracer but several tracerS(lO) have been found useful for 
hydrological studies (Table 11). 

2.3 Use oj Sealed Radiation Sources 

The fundamental propertie of radiations, e.g., 
attenuation, elaslic or inelastic scattering while traversing 
a medium are utilised when use is made of sealed radia
tion sources. Sealed beta. gamma and neutron Source 
are used for hydro! gical studies. 

Most commonly used methods employing radiation 
sources are gamma-gamma for soil density. neutron
neutron for soil moisture. 

In gamma-gamma method, photons emitted from a 
gamma source interact with the electrons of the media 
to produce catte:red photons due to elastic altering. 
The measured intensity of scattered photons is propor
tional to the electron den ity f media . Some of the 
character; tics of commonly u ed gamma sources(V) are 
given in Table HI. 

In neutron-neutron method, the fast neutr ns are 
thermalised due to ela tic scattering with hydrogen nuclei 
predominantly present in tbe form of soil moisture and 
the thermalised neutrons are captured by a detector 
whose response is proportional to the moisture pres nt 
in the soil. The fast neutron sources used for moisture 
studies(l8) are given in Table IV. 

Sealed gamma sources are used with collimated 
detector in twin probes for determining the water 
equivalent of snow cover and also mall changes in the 
values of soil moi ture and den ity. Smull pellets of 
radiation sources are used with floats for monitoring the 
fluctuations of water levels. 

TABLE II 

Some characteristics of commonly-used artIficial radioactive tracers in hydrology . 

Isotope Chemical form Half life Decay modols y-energies Min. permissible Min. amount detect-
in MeV concentration in able in wllter 

drinking water II- Ci jml 
I' ilml 

aH H2O 12.26 y ~- Noy 3x 10-3 (lOft TU) 10- 6* (300 TU) 
24Na Na2CO. 15.0 II ~- 1.37,2.75 2 X 10-~ 10-ij 

nCr Cr-EDTA, 27.8 d EC 0.324 2 X 10- 3 8 X 10- 1 

Crels 

68CO Co-EDTA 71 d EC (8~%) 0.81,0.51 I 10-4 6 X 10- 8 

Ks [Co(CN)IIJ ~+ (15%) from positron 
annihilation 

B3Br NH,Br 35.7 h ~- 0.55 to 1.46 3 X 10- ' 2x 10-8 

llO"'Ag K [Ag(CN)21 249 d ~- (98%) 0.66,0.88 3 X 10- 6 3 X 10- 8 

IT (2 %) 
11S11 KI 8.05 d ~- 0.08 to 0.64 2x ]0- 6 8 X 10- 8 

It8An Aucl. 64.8 h [3- 0.41,0.68 5 X 10-6 10- ' 

·.Detection level without isotopic enrichment. 
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TABLE III 

Radiation characteristics of some gamma sources. 

Isotope 

aoco 

131CS 

2lGRa 

Half life 
(years) 

5.26 

30 

1620 

Gamma energies 
emilled (MeV) 

1.17, 1.33 

0.66 

0.1 9 to 2.43 

TABLE IV 

y-dose mr/hr 
at 1 m from 

] m Ci 

1.30 

0.33 

8.25 

Radiation characteristics of some neutron sources. 

Neutron Half life Neutron T-energy of y-dose rate 
source emmission the radio- mrlh per m 

nuclide Ciatl m 

21oPo-Be 138 d 2.5 x lOs 0.8 0.0001 

226Ra-Be 1608y 1.3 x l 04 0.61 to 1.76 0.83 

139Po-Be 24400 y 2.2 x 103 0.04, 0.05, etc. 0.01 

14JAm-Be 458 y 2.5 x 103 0,03,0.06, etc. 0.0025 

3. Applications in Water Resources Technology 

3.1 Problems in Hydrometeorology 

For quite sometime now, primary. cosmogenic an.d 
artificial radiomiclides have been used for atmospherIC 
studies(13) in addition to stable isotopes of hydrogen 
and oxygen (U)(15) . The e have been used to trace the 
origin of atmospheric moistur: .and study ~f other 
atmospheric' phenomena. e.g., rruXlDg, orog~aplllc eff~cts, 
evaporation, evapotran piration, condensation, freezJO~, 
hurricanes and also exchanges between atmospheClc 
water vapour and surface waters of land and Sea. 

Commonly used tracers are 3H, 2H/IH, 180/160, DOSr, 
!l2Rn and other fall-out radionuclides. 

3.2 Problems in Surface Hydrology 

3.2. I Snow and Glacier Hydrology: The water content 
or the snow profile is of prime importance for forecasting 
snow melt runoff from inacct!ssible areas in mountains. 
With the help of radioisotope gauges, it has been 
possible to detect ice-lenses and sudden ch~nges in the 
density of snow pack for avalanche forecasting. Several 
variations of automatic and remotely controlled gauges 
bave been developed. Areal measurement of water 
equivalent up to 60 cm of. wat~r . has been possible by 
measuring the natural radlOactlVlty of the earth. Some 
investigators have also used sealed gamma·sources for 
the purpose. 

Studies on dating the snow by radioactive fall-out 
have been employed to determine the rate of snow 
accumulation on glaciers. Gross beta-activity and the 
concentration of radioisotopes, e.g., 210Pb, 32Si, He and 
3H have been used to date the glacier ice. Variations in 
tbe deuterium and oxygen-I 8 concentrations have been 
helpful in resurrecting past climatic oscillations. Inter
glacial drainage is also studied by means of radiotracers 
and the use of stable and radioactive isotopes for ice 
flow studies bas also been reported. 

3.2.2 Stream Discharge Measurements: The stream 
discharge measurements were one of the early applica
tions of radiotracers (e.g., 82Dr, 1311, I118AU. 3H) in 
hydrology. Lately environmental tracers, e.g .. 3H, IHJlH 
and 180POO are used for studies connected with river 
discharges. 

There are two main radioisotope technique for dis
charge measurements, viz., a constant injection of a 
tracer or an instantaneous injection of a known quantity 
of a radioisotope(l0). 

3.2.3 Leakage from Man-made Structures: When water 
leaks from a storage or conveyance system, it normally 
endangers its structural stability and also impairs 
economic operation of the hydraulic structure. The 
case of leakage, it can be usually ascertained that the 
water loss is occurring but difficulties arise in knowing 
the exact leakage paths. For this both the stable isotopes 
and radioactive tracers can be used. 

The stable isotopes of hydrogen and oxygen usually 
have higher concentration in lake waters due to prefer
ential enrichment by evaporation. This property can be 
utilised in studying the hydraulic connections between 
lakes and reservoirs. 

Methods of radiotracer absorption and tracer 
labelling are used for seepage studies. In the first 
approach a strongly and readily adsorbabJe radiotracer 
is injected at the bottom of the waler carrier system or 
a reservoir and then the radi,)tracer concentration is 
monitored by submersible radiation detectors. The 
region of maximum activity gives the location of seepage 
entry points. In the technique employing tracer labelling, 
the whole reservoir is labelled and the appearance of the 
tracer at seepage points gives information about the 
seepage path. 

3.2.4 Study of Dynamics of Lakes and Reservoirs: The 
mixing pattern and water balance are the dynamic pro
perties of lakes and reservoirs and the 'e properties can 
be studied by both environmental and artIficial i otopes. 

In general, the vertical stratification is a common 
feature with all the lake. When the layers are well 
separated, the reservoir can be treated as a system of one 
or more boxes each being an ideal reservoir, i .e., the 
rate of loss or gain of water can be found out applying 
simple water balance considerations. In case of radio
tra~ers, the degree of mixing can be studied by moni
tonug the changes in the tracer concentration with time. 
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Mathematical equations have been used to describe the 
vertical distribution 0(3H, l4C and aJlRn. For study of 
mixing characteristics of lakes, artificial tracers like 131 T, 
slBr and GOGo have also been employed and the radio
activity has been monitored by fixed detectors or 
detectors mounted on a mobile platform. 

3.2.5 Sedimentation and Erosion : Both transmission 
and scattering type of gauges have been used for evalua
tion of suspended load . In the transmission type of 
gauge, lOBCd or WAm or 170Tm is used as a radiation 
source. Continuous and un-attended evaluation of 
suspended sediments at fixed location has been made 
possible by the use of transmission gauges. For both 
gauges, the response is dependent on the chemical nature 
of the suspended material and hence the need for 
calibration curves for different material parameters. 

For bed load transport studies. injection of activated 
sediments (48SC or l08AU) is followed by immersed 
detectors or spot sampliog or both. Normally crUShed 
glass, having grain-size distribution similar to natural 
sediments, activated in reactor. forms the tracer. Such 
tracer studies have given qualitative and quantitative 
information on sand and silt movement under the 
influence of natural forces. Several radionuclides 
belonging to U-Th series have been used for sedimenta
tion in river and ocean studies. 

Investigations regarding soil erosion have been per
formed by autoradiography making use of beta emitters, 
e.g., asp. 

3.3 Problems in Sub-surface Hydrology 

3.3.1 Study of Soil Density and Moisture: The study of 
density and moisture is important for compaction of soil 
mass and the movement of water in sub-soils. The back 
scatter radiation gauges are being utilised for this pur
pose for the last two decades or more. 

The nucleonic method for soil and moisture deter
mination gives reliable results in less time and eliminates 
human error. The test employs a non-destructive 
process and samples a large volume of soil, giving a 
more representative picture of the sub-soil. These 
instruments can be used for both absolute and relative 
determination of in situ sub-soil conditions. The other 
important advantage is that an access tube can be left in 
place over a long period without disturbing the drainage 
or other characteristics of the surrounding terraio there· 
by facilitating studies on the dynamic behaviour of soil
water systems. The preparation of a suitable calibration 
curve is the main bottleneck for the quantitative 
evaluations. 

Ga!Dma-attenuation is used for studying water move
ment in the unsaturated zone. Various gamma sources, 
e.g., GOGo, 137Gs, 65Fe, 85Zn, 76Se, looGd. 170Tm and ulAm 
have been used for the purpose. The most commonly 
used source for measurement of soil moisture content has 
been mcs. A number of other nuclear well logging 

techniques(lI) are available f r non-de tructive evalua
tion of sub·soil characteri tics. 

3.3.2 Dating of Ground Wafers: In dating, the u. e of 
radioactive decay as a basis of time determination rests 
On the premise that a parent element decays at a known 
constant rate into a daughter element either directly or 
in a radioactive chain and that nothing is added or 
removed during the process. 

The four methods which offer pos ible appr aches 
for the purpose are dating from ratios of the member of 
natural radioactive serie. carbon-14, tritium nnd 
silicone-32. Several phySical and mathemati al models 
have been used t explain the experimental data. 

3.3.3 Tnfiltratioll and Recharge: The water movement in 
unsaturated soil is a very complex phenomenon having 
great spatial and temporal variability. Blume et 0l(l7) 
used artificial tritium tagging techniq ue which i ~ based 
on the ob.erved fact that the soil water in unsaturated 
zone moves layer by layer. The phenomenon tukes place 
becau e of lateral molecular diffusion which mixes the 
perc lating water with the stationary water presen t in 
the soil column. In thi. technique, a small quantity of 
tracer is injected at a marked pint, along a line or in a 
plane below the soil surface. The tagged layer is tnen 
sa~t:!led at different times to study the dispersion of 
actIVIty and movement of peak concentrati n. Knowing 
the shift. initial and final moisture content of soil, onc 
can easily estimate the amount of vertical recharge in 
alluvial soils. Environmental tritium has also been 
used for this purpose(18). 

In general, one has to make several measurement~ to 
derive an average value of recharge rate to accuunt for 
the variability in the physical properties of the soil. 
Accuracy of the method is estimated to be better than 
± 10 percent under favourable conditions. 

3.3.4 Ground Water Flow VelOcity and Direction : For 
ground water tracing, single well tracer logging, dilution, 
pulse technique or multiwell tracer technique are 
adopted. In single well tracer logging technique. a 
radiotracer is th roughly mixed in the open or perforated 
bore-hole and the tracer activity is logged at different 
intervals of time. In single well pulse technique, radio
tracer is injected in the aquifer through a well and the 
well is recharged so as to push the tracer pulse. After 
sometime the tracer pulse is pumped out. Working with 
different delay time, the velocity of ground water flow 
is determined. In multiwell technique, tracer i'i injected 
in one well presumably located on the upgradient and 
the downgradient wells are monitored. 

For ground water flow velocity determination special 
instruments have been developed for horizontal and 
vertical fiOWS(19). 

For finding out the direction of ground water fl ow, 
the water column in the well is labelled with a radio
active tracer solution and allowed to flow into the aquifer. 
The distribution of the tracer in the ground is measured 
with reference to filter tube of the well by means of a 
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direction-sensitive detector employing an array of 
detectors or a directionally oriented collimated detector. 
Usually a collimated scintillation probe is used. Either 
the probe as a whole is rotated from above or by a 
motor placed withio(20). More recently, a ring shaped 
film mounted on a cylindrical lead shield is u ed as a 
detector. The probe with the film is left in the bore-hole 
for a suitable exposure and the developed image gives 
the predominant direction offlow. 

3.3.5 Aquifer Characteristics: Several aquifer charac
teristics, e.g., effective porosity, transmissivity and 
disper ivity can be determined by the use of radiotracers 
and logging devices. 

The effective poro ity, i.e .• the effective pore space to 
total volume can be determined by injection aod moni
toring of the radio tracer. The volume V of water 
pumped between the wells at distance r apart of an 
aquifer of thickness b, is given by 

V = 7rr2 bs 

where , s is the effective porosity. Prime requirements 
are that the distance between wells be large compared to 
the aquifer thickness, i.e .• r>b; radial pumping velocities 
are larger than the natural flow velocities and the cone 
of depression at tbe pumping well be small compared 
with the volume of the water pumped. Details of field 
experiment have been described by Halevy and Nir(n). 

The transmissivity is a measure of the ability of an 
aquifer to transmit water and is given by 

T= bk 

where, T is the coefficient of transmissivity, b. the thick
ness of the aquifer and k the coefficient of permeabIlity. 
The use of tracer in two injection and one observation 
well have been made. Alternately. k can be determined 
by knowing the average value of filtration velocity and 
hydraulic gradient by application of Darcy's law. 

The dispersivity characterises the mixing property "f 
an aquifer and is of importance for large scale artificial 
r~charge. of aquifers by water of a lower quality. waste 
dlsposallO the ground or the intrusion of salt water into 
fresh water. The coefficient of di persion D is involved 
in the transport equation ; 

Sc S~c Sc 
- =D -f 
~t SX2 8x 

where, c is the concentration of the tracer and x, I are 
the space and time variables. 

3.3.6 Regional Studies a/Origin and Dynamics o/Ground 
Water ; For regional ground water investigations, 
environmental isotopes, e.g .• 3H, 180/1°0, 2H/1H have been 
extensively used. Their distribution gives information 
which is sometimes unique in making decisions on the 
origin of waters. ground water flow regime, interconnec
tions between different aquifers. 

In mountainous regions, altitude effects are observed 
in stable isotopic species of hydrogen and oxygen. These 
effects can be used to study the source of ground water 
recharge and the extent of intermixing of recent recharge 
with old ground waters. The changes in tritium concen
tration with time can be helpful in evaluating the transit 
and turnover times of a ground water basin. 

Usually. it is possible to determine the interconnec
tions between surface and sub-surface waters as it is 
known that the surface water of lakes or reservoirs have 
an enriched stable isotopic composition such that they do 
not fall on the meteoric line and thus are provided with 
a natural isotope labelling. Further, isotopic composi
tion is not altered for the water in the ground where it 
escapes evaporation except at very high temperatures. 

In semi-arid and arid regions, environmental tritium 
content can give qualitative information about the 
recharge processes while the stable isotopic contents in 
surface and sub-surface waters have been useful to 
demarcate the recent water from paleowaters. To 
supplement information, 14C-dating has been helpful for 
studies with old ground waters. 

3.3 .7 Quality 0/ Ground Water ; In general. some 
quantitative limits are placed for physical. chemical and 
ba~te.rial quality of drinking water. The physical charac
teristIcs are mainly fixed on the basis of turbidity, 
colour and taste. The chemical control depends on the 
concentration of various elements and compounds in 
water while the bacterial control is based on the number 
of colonies obtained from a known volume of water. 
T~ese limits change from place to place depending on 
c.hma!e. geography and geology of the area. Eutrophica
tIOn, l.~ . • the proc~ss wh~re the bacterial productivity of 
water IS progresSIvely Increased by the addition of 
~utrje~t salts specially nitrates and phosphates. It occurs 
10 undIsturbed nature, but may be greatly accelerated in 
water~ whic~ receive nutrients from discharges of sewage 
and IIldu tnal waste or from agricultural fertilisers. 
Usually the pr cess leads to deterioration of the environ
ment but there are cases, e.g., in fish ponds where it 
encouraged to increase the crop of fish. These are 
subjects requiring careful studies(22). 

. For finding out the. traces of elements, utomic absorp
hon spectrophotometnc, mass-spectrometric and radio
activation analyses are routinely used. In radio
activation nuclear particles (e.g., thermal neutrons or 
protons) are ~sed to pr duc.e !adioactive isotopes. This 
method requIres a few militgram or less of sample in 
solid or liquid form. The sensitivity of the method 
range f~om 10- 8 to 10-12 gram per gram of sample 
dependIng on the element to be detected and the flux of 
the incident radiation. Radiation sterilisation for the 
control of bacterial activity in waste waters is now in 
routine use in developed countries. 

4 . Indian Contribution to Isotopic Hydrology 

The ~n~jan status of applications of radioisotopes 
and radiatIOn sources ID hydrology is discussed by Iya, 
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et al(28). This review has dealt with inve tigation 
conducted to obtain specific information regarding the 
study of ocean sediment transport, seepage in dams and 
canals, flow measurement in turbulent streams, and 
application of environmental isotope. The first radio· 
tracer application in India was carried out m 1959 to 
select suitable dumping site for the dredged material at 
Bombay port. Since then as many as 34 investigations 
have been conducted for studies connected with the bed 
load transport(24) and 45 trials are made for streamflow 
measurements Another review has been prepared by 
Bahadur(25). Most of the major investigati ns performed 
with the help or environmental and artificial i otopes 
were described in the proceedings of first national 
symposium on the application of isotope tcchniques in 
hydrology and hydraulics held at Poona during 26-27 
November 1974. 

4.1 Hydrometeorological Studies 

Cosmically produced sil icone-32 in nature has been 
reported by Lal et al(26). Bhandari(21) reported on some 
physical processes occurring in the atmosphere based on 
radionuclides of natural and artificial origin. The 
concentration of radon daughter as well as the activity 
ratios of'1.UBi to lloPb in rains can be used for estimating 
the ratios of continental to maritime air in an air mass. 
Rama(28) used 'J.~2Rn to delineate the pathway of south
west monSoon over Arabian Sea. Athavale et al (29) 
reported on the bomb-produced tritium in the Indian 
precipitation distributed over 17 stations allover J odia 
during 1961-64 with the principal aim of studying the 
prevalent meteorological processes. One of the main 
conclusion of their work is that the spatial variation of 
tritium suggests the existence of two well defined cells 
which are internally well mixed. Estimates of 2 to 3 
years were obtained for the stratospheric residence time 
for tritium. 

4.2 Surface Hydrological Studies 

Lal et al(80) measured the concentration of silicone-32 
and found it to be 0.33±0 07 dmp/l03 litres in snow
melt waters feeding Jhelum and this concentration was 
reported to be the same as observed from the roean 
precipitation over the region. During interdepartmental 
glaciohydroiogical expedition 1971 , a few snowmelt water 
samples were collected from central Himalayan Region. 
The deuterium content varied from -175 perceQ{ to 
- 103 percent for these samples. With the help of global 
data, it was possible to estimate the altitudes where the 
precipitation might have taken place. The results 
demonstrate that the origin of these waters is due to 
summer precipitations over the glaciated region(81) with 
an altitude variation of 3.45 percent per 100 m. 

The first trials for measurement of stream discharge 
were made in early sixties by Bhabha Atomic Research 
Centre, Bombay in collaboration with Central Water 
and Power Research Station, Poona in a canal followed 
by river discharge measurements in other river making 
USe of total count technique. The method suffers from 

inherent defects for high discharges but i very useful for 
finding the discharge of turbulent streams. 

Leakage fr m several man-made structures have 
been inve tigated. Jya et al(32) utilised ijtB,. us a tmcer 
to study the flow pathc; of. eepage in the coffer dams at 

risailam. The major pint of seepage entry and the flow 
paths of seepdge across the dam were established . Kri sh
namunhy et al(33) located th fis ures at Altyar Dam. 
Rao et al(84) c nfinned the su 'pected seepage entry from 
Bhadra Reservoir. Kri hnamurthy et al(~·) reviewed 
conventional techniques for canal seepage e~timation 
and gave Ii new theoretical and experimental approach 
ba"ed on single well tracer dilution technique for Ganga 
Canal. Mixing and residence time of primary sewage 
were determined by radiotracer mcthod(36). 

The stable isotopes D and l~O were succes. fully u ed 
to study the influence area of a perc lation tank in 
basaltic formation. The method was a lso applied to 
study leakage from Iowai Rcservoir. 

Several laboratory studies have been conducted for 
mea urement of su pended sediment load in water but no 
continuous field measurementS have So far been carried 
out. Bed load studies arc taken as a routine a outlincd 
earlier. 

4.3 Sub-surJace Hydrological turlies 

For the first time, back . catter nucleonic gauge~ f, r 
soil density aod moisture determination were used by 
Ceotral Water and Powcr Re carch Station, Poona. 
These gauges were calibrated in different soil materials 
under different geometrical conditions(37) in th e labora
tory. Flcld investigations, e.g., borrow evaluation, 
in situ density and poro~iLy of loose river deposits, non
destructive testing of c ncrete dam were also described 
with a review of variou factors a[e.:ting the pcrfor
mance of gauges. Since then. these instruments have 
been routinely used for sub-surface investigations at 
fiver valley projects, At Central Arid Zone Research 
Institute, the neutron moisture meter was u ed to study 
the soil moisture dynamics for stabilisation of sand 
dunes. Bardhan(3S) utili ed these gauges for d(.ltermina
tion of aquifer parameters using a neutron absorber. 
M ore recently. combination of soil density and moisture 
gauges with tritium tagging were u ed by Arora et al(30) 
for monitoring the deep drainage in an irrigated field 
where an irrigation experimcnt was laid on water-use 
efficiency studies. 

On chronology, Rama(H) contributed u chapter to 
lAEA guidebook on nuclear techniques in hydrology . 
Lal et al(30) concluded that the apparent silicone-32 ages 
for ground water (500·2000 year old) in arid to semi
arid to wet regions of India are found to be in good 
agreement with C-J4 ages. 

Environmental 3H has been used by Sukhija(40) for 
evaluation of ground water recharge in semi-arid regions 
of India. Results of two different samplings performed 
during 1967 and 1969 were in fair agreement and it was 
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concluded that about 5 percent of the preclpltation 
recha rges the ground water. Envi rODmental 3 H has also 
been used to evaluate the recharge in hard rock areas of 
Andhra Pradesh . The artificial tritium technique was 
used by Datta et aI(41) to evaluate the ground water 
recharge in Western U.P. These studies have also been 
extended to regions in Punjab and Haryana. Bahadur 
et al(42) used this technique to work out the water 
balance in microplots where surface runoff was measur
ed. Fraezek and Bahadur(43) made use of two tracers 
viz., 51Cr-EDTA and HTO for determination of effective 
porosity of a unconfined sandy aquifer in Rajasthan 
employing two well technique. The tritium activity 
distribution curve showed three distinct peaks correspon
ding to three values of effective porosity . demonstrating 
the stratified nature of the aquifer. I n another study(44) 
filtration velocities in sandy loam were used to compute 
the transmissivities and values compared with those 
obtained by other investigators. 

The first radiotracer study for ground water flow 
WaS undertaken at Mula Dam site for location of 
pervious pockets(45). During 1966 artificial tritium was 
used to locate the subterranean interconnections in 
Assame7) for distances up to 6 km. Mahajan et al(40) 
reported the use of nucleonic gauges and radiotracers 
for locating the pervious zones in quartzitic formations 
and aLso below the foundation of an earth dam. 

The environmental tritium concentration of ground 
waters in karst terrain of Kopili Project, Assam showed 
evidence of quick recharge even under a thick cover of 
shale(30). In another ground water study, 3H, 2H, 180 
were used to study the regional ground water situation 
in semi-arid of Gujarat and Rajasthan(47) . The bigh 
tritium values in shallow aquifers of Gujarat indicated 
that the aquifer is fast replenished by rainfall. The 
absence of 3H in confined aquifers of Gujarat and water 
samples taken 14 m below the water-table in Raja than 
show that these waters are older than twenty years. 
Deuterium and 180 data of Rajasthan indicate that the 
aridity enriches the stable isotope and this is related to 
salinity development. Depth profiles show the presence 
of old waters having less negative a-values which could 
be due to higher precipitation in the past (a few thou
sand years back) . Tbe stable isotopic contents do not 
follow the Craig line and this could be due to enrichment 
by evaporation before recharge. 

5. Global Stalus of Isotopic Hydrology 

The evaluation f production rate of cosmically 
produced isotopes and their applications in atmospheric 
sciences have been developed at Tata Institute of 
Fundamental Research, Bombay in collaboration with 
several leading institutions of the world. For snow and 
glacier hydrology, isotope gauges were developed at 
Sierra Nevada Laboratory, U. S. A., stable isotopic 
applications were developed at University of Copen
hagen, Denmark and support from Cold Regions 
Research Laboratory, New Hamphire. Its use has been 
extended by Friedman in U. S. A., Amback at Innsbruk, 

Austria, Krouse io Canada and Moser at Munnich, 
F. R. G., Russians developed the method for utilisation 
of gamma activity of ground for areal snow surveys. 
These were subsequently used in European countries. 
The developments for stream discharge evaluation has 
taken place in France, U. K., etc. Environmental 
tritium was first used in U. S. A. for river basin studies 
followed by Canada, F. R. G. and others. Extensive 
use of nuclear techniques in civil engineering were made 
in U. S. A. , U. S. S. R., Japan, etc. Ground water 
tracer studies were first reported in U. S. A. followed 
by other countries. 

Several distinguished scientists, e. g., W. F. Libby 
(California, U. S. A.), Don Kirkam. (Winois, U. S. A.), 
E. Eriksson (Uppsala, Sweden). W. Dansgaard (Copen
hagen, Denmark), H. Moser (Munnich. F . R. G.), D. B. 
Smilh (U. K ), A. Nir (Israel), Lal (India) have contri
buted significantly to the subject of isotopic hydrology. 
No doubt, that the developmental work in the field was 
undertaken by a few painstaking chemists and physiCists 
but the main credit goes to the efforts made by Hydro
logy Section of International Atomic Energy Agency, 
Vienna for taking these teChniques to field hydrologists 
and hydro geologists. 

The isotope hydrology has now developed to a stage 
that the teChniques are now accepted as tools of investiga
tions in the bands of a hydrologist to solve problems in 
agriculture, engineering and industry. 

6. Concluding Remarks 

At Bhabha Atomic Research Centre, Bombay, 
Isotope Division has developed facilities for sediment 
transport studies and instruments for radiotracer work. 
The group plans to have a maSS spectrometer for 
application of stable isotopes in hydrological studies. 
Group working at Desalinisation and EfHuent 
Engineering Division of this centre is engaged in the 
development of ground water velocity and direction 
probes while nucleonic gauges have been developed at 
the Division of Radiological Protection for routine use. 
The Central Water and Power Research Station, Poona 
has a set of nucleonic gauges, natural gamma logging 
equipment with other faciliLies for radio tracer work. 
Facilities for environmental radiotracers, e.g., 3H, HC 
and 32Si exist at Physical Research Laboratory, 
Ahcmdabad. The National Geophysical Research 
Institute at Hyderabad has a 3H laboratory for environ
mental isotopic work. and plans to procure a mass 
spectrometer and other facJlities for ground water 
research are underway. The Nuclear Research Labora
tory at Indian Agricultural Research Institute, New 
Delhi has Troxler's nucleonic gauges and indigenous 
tracer logging probes. Faci1iti(!s for tritium tagging 
work have been developed and it is proposed to procure 
a mass spectrometer, a tritium enriChment facility and a 
low background liquid scintillation counter for environ
mental isotopic work. The Geological Survey of India 
and Central Ground Water Board have radiation logging 
equipments and the later organisation is proposing to 
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set Up a laboratory for isotopic work at Faridabad. 
Many other research institutes and universities are 
interested in the application of the nuclear techniques to 
hydrological problems. 

With the available know-how and the resources, it is 
possible to develop remotely controlled snow gauges fOr 
studies connected with the evaluation of waler resources 
of Himalayan Region. It would also be desirable to go 
ioto the feasibility of snow-survey studies for determina
tion of water content by natural gamma activity of the 
earth. These will help evaluate and predict the inflow 
to re ervoirs like Gobiod agar Lake. The stable isotopes 
can be used for snowmelt·runoff and glacial drainage 
studies to understand the flood problems in north India 
rivers as the time of maximum insolation and monsoon 
activity coincides. Radiotracer method for turbulent 
treams in mountainous regions offers a unique oppor

tunity. Continuous data collection for suspended 
sediments would be extremely useful in taking measures 
for increasing the life of reservoirs and soil conservation 
from erosion of valuable agricultural lands. Seepage 
studies from canals and reservoirs are being conducted 
as a routine but a more systematic work on ground water 
investigations, e.g., their origin, recharge and flow 
characteristics need to be developed with emphasis on 
interdisciplinary approach. The stable isotope approach 
offers an attractive possibility to understand arid zone 
hydrology of Rajasthan, Gujarat and Himachal Pradesh 
and also the influence of geothermal fields in the neigh
bouring aquifers. The mixing of sea water with fresh 
water in coastal aquifers needs to be investiga ted. 

The interrelationship of surface with sub-surface 
water can be studied by making use of environmental 
isotopes in order to study the influent and effluent 
characteristics of rivers for optimal utilisation of water 
resources. The above only outlines some of the complex 
hydrological problems which could be undertaken for 
economic solution with the help of nuclear techniques. 
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SYNOP I 

Time series analysis has been used widely in several .fie/ds of stochastic approaches 
to analy=e the water resources data. A systematic model of time series analysis which 
uses the F-test as a statistical criterion to determine the possibility of any component 
existing in series is developed. the dma obtained/rom the Kissimmee Riper Basin and 
Lake Okeechobee, Florida, such as lInnual water demand, crop rooling depth, evapora
tion , lake stage, water quality, streamflow, precipitation, and accumulated irrigation 
requirements are used to demonstrate the sevell categories of time series. Both correlo
gram and spectral analyses which ine/ude the end of month stages of Lake Okeechobee 
is taken as sample data used to analyze the cieterministic portion of the series. The 
results show that the correlogram reveals more about the relationships between values 
of series, while the spectrum prol'ides the extent to which the series exists in some 
fundamental periodicities. Based on the Chi-square test for goodness-of-fit between 
synthetic sequences alld record data, tlte synthetic streamflow witll joint distribution is 
more applicable in the Kissimmee RiI'er. The results of time series analysis can furnish 
means for forecasting and predictioll which are increasing ill use in the fields of 
resources planning, design, management, and synthetic data. 

Present water resources problems have been 
approached by three methods, i. e., stochastic, deter
ministic and parametric approaches. The time series 
analyses have been used extensively in several field3 of 
stochastic approaches. Time series of interest to the 
water resources workers include water demand, evapo
transpiration, streamflow, rainfall, lake stage variation, 
and stream water quality, etc. T he results of analyses 
not only can look into the cause, interaction, and 
effect of water resources systems, but also can provide 
means for forecasting and prediction which are JDcreas
ing in use in the fields of resources planning, design, 
management, and synthetic data. 

are those of Blackman and Tukeye), Wilksl2) , Brownr') 
Cramer(C), Kendall and Stuart(~), Box and Jenkins(t) 
and Anderson(1). 

Applied time series analyses to hydrologic data and 
water quality parameters are those of ChOW(8), Roesner 
and Yevdjevich(U), Ki~iel(lo) , Chow and Kareliotis(ll) , 
Yevdjevich(12), Rich(13) and Bourodimos ct al(L4). 
The lime series techniques have a lso been used to 
analyze the plant growth dynamics and water u~e model 
by Shih et aJ(l&)(,0)(17). Chow and Kareliotis(lI) 
indicated that the stochastic method , employing the 
concept of probability as well as its sequential relation
ship, has not been well introduced in the practical 
design and planning of hydrologic projects because such 
methods bave not been fully developed. Hence, there 
is a great need for more practical applications in order 
to better describe the processes involved. 

Pioneering studies of time series analyses, serial 
correlation, spectral analyses and matbematical stat istics 

223 



224 SUN-PU SHIH 

Thc objectives of this study are : 

(1) A general cO':lcel?t of tj~e series is introduced. 
This time senes IS considered as a sum of three 
components; a trend, a cyclical movement, and 
a randomness. 

(2) A systematic model of time series analyses is 
developed . This model comprises several techni
ques such as multiple regression analysis, asy
mptotic expansion, harmonic analysis, serial 
correlation, spectral analysis, and Monte Carlo 
simulation, etc. 

(3) The systematic model has been converted into 
a computer program with Fortran IV Language. 
The computer results are compared with the 
field data obtained from the Kissimmee River 
basin and Lake Okeechobee area, Florida. 

(4) After applying this analyses based on the F-test, 
the water resources data in South Florida is 
divided into seven categories : 

(a) a simple time trend ; 

(b) some periodicity ; 

(c) entirely random variation; 

(d) a time trend with some periodicity ; 

(e) a time trend with some degree of random
ness; 

(f) several periodicities with some degree of 
randomness; aod 

(g) a time t[end with some periodicity and 
randomne s. 

(5) The techniques of correlograms and spcctral 
analyses are demonstrated and the differences 
between those two analyses are also discussed. 

(6) The time series analysis of existing records is 
used in synthesizing time series. Synthetic 
streamflow is used as an example. 

Mathematical Analysis 

Four classes of analyses are introduced in this study: 

Time Series Analysis and Forecasting 

When the behavior of a water resources system is not 
immediately evident, a stochastic approach may be used 
to discover underlying patterns. F or example, time 
series analysis which includes three kinds of movements 
can be utilized to observe the trend , cyclical movement 
and residual pattern of a water resources system. 

Trend Movements: The trend movement expres es a 
smooth, continuou, relatively irreversible long-run 
trend. The typical time trend lines, XT(t), are: 

(1) Polynomial Model: 

XT(t) = 00 + olt + ... +antn ••• (1) 

where, 00' 01> ... , an = constaots; and 

t = time expressed as an integer in a series of con
secutive integers ranging from 1 through n. 

The values of constants can be obtainedJbY the least 
squares method [Steel and Torrie(18)] . 

(2) Asymptotic Expansions Model: 

XT(t) = 0: + ~ . yl . .. (2) 

where, IX , ~, yare all constants, t is the same as expressed 
in Equation (1). If a series plotted on semi-logarithmic 
paper yields an approximately straight line, this type of 
model can be used to discover the time trend. The 
least squares method also can be used to obtain the 
constants of ex , ~ and y. 

(3) Mo ving A verages Model : 

XT(t) = 80ZI + () lZ' - l + °221-2 + ... + 8qZ'_<I ... (3) 

is called a moving average process of order q. 

where, 2 is a random variable; 80 , 81, ... , 80 are the 
weights. 

The moving average is in common use for the value 
which can change gradually with time, because the 
average computed at any time should place more weight 
on current observations than on Hl0se obtained a long 
time ago . 

Extrapolation on the basis of the trend line shows 
the influence of the trend movement in the future state 
of the environmental phenomenon under study, but it 
does not give its expected probablt: value unless the 
cyclical influences are introduced. 

Cyclical Movements : Cyclical movements represent 
the periodic variation of the series. Sum of the harmonic 
model is utilized to express the cyclical movement, 
Xc (t) , and can be described as: 

M 

XC (I) = A; + 2: (Ax cos KWt + BK sin KWI) 

K= J 
... (4) 

where, M = total number of harmonics considered 
non-negligible; 

K = h armonic number ; 

W = 360/P; 

P = the peri9d of fundamental cycle ; and 

AK, Bx = Fourier coefficients of K,ll harmonic. 

Let 2N equal the total number of tabulated data 
points. In practical application, the upper limit M in 
Equation (4) is much less than N. The estimate of the 
Fourier coefficients is given by Anderson and 
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Anderson(1') as 
2N 

Ao = 2~ ~ XI 
{ = 1 

2N 

Ax = -ir L XI cos KWt 
(= l 

2N 

Bx = ~ ~ XlsinKWt 
1- 1 

... (5) 

... (6) 

... (7) 

where, X; is the discrete data at time i, N is the half 
number of data points. 

Ralston and Wilf(20) introduced a numerical proce
dure to calculate the Fourier coefficients. The procedure 
was described briefly as follows : 

Let Kn/N, K = 0, 1, ... , 2N- 1 

Cl = cos (n/N), dl = sin (nIN) ... (8) 

U2 = 0, U. = 0, C = 1, d = 0, i = I ... (9) 

The following recursive sequence is used to compute 
Vo, U! and U2 

Uo = FC n;r )+ 2 C U.-U2 ... (10) 

in which F (mn/N) is a vector matrix of tabula ted 
function values of length 2N. 

... (1 J) 

for values of m = 2N-I, 2N-2,oo., 1. The Fourier 
coefficients are then 

J 
AI = N [F (o) +c U.-U2] ... (12) 

1 
BI = N d U1 .. . (13) 

the values of c and d are updated to ; 

q = c. c-d1 d, d = c1 d+dl c, c = q ... (14) 

where, i is increased by I and the sequence starting at 
Equatioo (10) is repeated until the desired order of 
Fourier coefficients have been computed. 

Since each of the amplitude coefficients of a series 
makes up a variance and the sum of the square~ of the 
amplitude coefficients is related to the total varlance of 
the mean by the equation [Brooks and Carruthers(21)] . 

N 

2: 
I~ l 

2 2 
Q = 2a

i X 
... (15) 

2 
in which aX i the total variance of mean; 

C 
2 )1/1 . 

Q. = A: + B{ ,i the magnitude of amphtu~e. 
Percent of the total variation in series of each harmonic, 
H" can be ex pres ed by 

., 
Q. x 100 

Percent of the HI harmonic = t 2 for i<N 
2CTX 

... (16) 

and 

l x 100 
percent of the H, harmonic = - '--;2"--- for i = N. 

CTX 
The objective of this harmonic analysis i to seck 

out deterministic regularitie" 

Residual Movements : Removal of the trend and the 
cyclical components from the series leaves the random 
component, or the residuals. The random component 
has no deterministic pattern of behavior. This 
component, XR (I), can be expressed as 

XR(t) = 2 n O'R+fLR ... (17) 

where, fLR is the mean value of residuals. aR is the 
standard deviation of the residuals. Zn is the standar. 
dized random, normal , and independently distributed 
variate. Values can be obtained from prepared tables 
or generated by computer. 

The procedure for simulating normal variates on a 
computer involves taking the sum, S, of the uniformly 
distributed random variates Xl, Xz," " Xs. where, X( is 
defined over the interval 0"; XI '" I. Then applying 
the central limit theorem and the uniform distribution, 
we find that the expected value and variance of a 
uniformly distributed random variable over the interval 
(a, b) is given by 

b 

J I b+a 
I-'R = t;:::Q RdR = - 2 - ... ( 18) 

a 

a 

0'; = J 00' ( 19) 

b 

If a = 0, and b = 1 then Equations (18) & (19) can be 
rewritten as 

1 
JIoR =2' 

b-a 1 
aR = --==- = --=-

V 12 V 12 

... (20) 

... (21) 
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and the standardized normal variate, Zn, is 
S S 
l: XI - "2 

Zn = _i-;;I~~=:-
V /12 

. . . (22) 

Equating Equations (17) & (22) together, we obtain 
S 

XR (t) = O'R ( I; y/2 (~ XI - ~ ) + ~R ... (23) 

The value of S is usually determined by balancing 
computation efficiency against accuracy. Based on the 
asymptotic convergence implied in the Central Limit 
approach, a large number for S would be desirable. 
However, tbe time involved in generating S uniform 
variates for each normal variate would result in a small 
value of S. There is some computational advantage in 
using a value of S = 12 in this simulation [Hamming(22»). 
Then, Equation (23) can be rewritten as 

12 

XR (t) = aR (2: XI- 6) + ~R ••• (24) 
i - I 

Now, Equation (24) furnishes a simple formula to 
generate the normally distributed variates with the mean 

. 2 
equal to !!R and the vanance equnl to a . 

R 

Combining the above three components together, a 
time series, X (t), can be represented as 

x (') = X7'(t) + Xc (t) + X R (I). ..,(25) 

Anyone or a combination of these components may 
exist in practical water resources problem. A discussion 
of more refined methods of approach must await the 
account of correlogram and spectral analyses. A 
systematic flow chart shown in Figure I illustrates a 
procedure for time series analysis. This procedure has 
been programmed in Fortran rv Language for use on a 
CDC 3100 computer. 

Serial Correlation 

A series which is not random can be correlated with 
neighboring observations. One very useful measure of 
this effort is the product-moment correlation between 
successive observation, Given n values Xh .. " XII, the 
so· called serial correlation of lag k i the correlation 
between pairs of terms k units apart: 

... (26) 

where, COy (X" XI+k) is auto-covariance of the sample, 
or 

n- k 

COl' (Xi, XI+k) = "~k 2: (XI-ILl) (XI+k-lLl+k) 

i= 1 

... (27) 

and I'ar (Xi) and var (XI+k) are sample variance, or 
n- k 

where, 

var (Xi) = n~k I (XI-ILl)' 
; 1 

n-k 

var tXi+k) = ~k ' (XI+k-ILl+k)' n- . L-
; ~ I 

n- k 

(.11 = ~k '"' XI and 
11- ~ 

; = 1 

n- k 
• 1 

(.1/+k = n-k2 Xi+k 
i - I 

For k = 0, it follows that ro = I; and k > 1, 
-I ~ rk ~ I. 

Spectral Analyses 

... (28) 

... (29) 

... (30) 

The sample spectrum is an appropriate tool for 
analyzing time series made up of mixtures of sine and 
cosine waves. The sample spectrum is of great help 
in detecting the frequencies that should be included in a 
periodic model. Three main steps are involved in this 
spectral analyses: 

Step I: The auto-covariance function of the data is 
formed based on Equation (27). 

Step 2: The Fourier cosine transformation of the auto
covariance funclion from the time domain to 
the frequency domain is computed. This 
computation can be expressed mathematically 
as 

111- 1 

+ 2 L: RJ cos j~", ] ... (31) 

j - I 

where, VIc = Fourier cosine transform of auto-
covariance at lag k ; 

Ro' Rm, R, = auto-covariance at lags k = 0, m and j, 
respectively; 

j = Jag index, having all integer alue! 
between 1 and rn-l ; 

m = total number of lags; 

E = constant; 

E = 1 for k = 1,2, ... , m-l ; 

E = l for k - 0, k = m ; and 
k:= Jag number = 0, 1, ... , m. 
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CAll ~U8qOUTINE TO COMPUTE TOTAL VARIANCE 

CALL SUBROUTINE THE VARIANCE 

ye~ no 

PRINT THE TREND COMPONENT 
DATA 

CALL SUBROUTI HE 

CALL SUBROUTINE TO COMPUTE THE HARMONIC tOMPONENTS 

CALL SU BROUTINE TO EXTRACT THE CYCLICAL COHPONENTS PROM DATA 

CALL THE VARIANCE 

yes no 

RANClOM COMPONEN 

FIGURE 1 : Systematic flow chart for time series analysis. 

Step 3: A weighting computation that counteracts some 
of the distribution of the spectrum resulting 
from the analysis of a single record IS 
smoothed. One such computation can be 
expressed mathematically as 
Uo = 0.5 (Vo+ V\) 

Uk = 0.25 (Vk- l+Vk+l)+0.5 Vk 

for 1 <.,k<.,m - I 
Utn = 0.5 (Vm- 1+ Vm) 

... (32) 

where, U = smoothed estimate of variance spectrum. 

Sometimes, it is more helpful that the period corres
ponding to each lag is determined from the lag number 

and the sampling time interval by this relation : 

where, 

rr
k 

_ 2m D, t (33) 
.II - k ... 

Tk = period corresponding to lag k; and 

6,1 '"'" sampling time interval. 

Each of these variance spectrums represents a part 
of the total rec rd. Any generating process contains 
periodic terms and the frequencies of these terms Will 

appear as peak in the spectrum. 

Auto-Regressive Model 

As mentioned in previous sections, time series analysis 
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of existing records can be used in generating the 
forecasting time series. The auto-covariance function is 
usually used as a measure of the correlation between the 
observations X'_I' X'-2' .... The general KI,h order auto
regressive model can be written as 

KI 
X'+I' J+l = fJ-J+l+ I. bJ+1-1 (XI+1-I, J+l-I - ILJ+I- I) 

1= 1 

Applications of the Models 

In order to observe the applicability of the 
mathematical models to practical problems, the field data 
obtained from the Kissimmee River basin and Lake 
Okeechobee area. Florida. are used in this study. The 
time series analyses applied to water resources systems 
are divided into seven categories. 

+ZI+1 (1)+1 (l -pl)o.6 ... (34) Category J. A Simple Time Trend 

if KI = 1, the Equation (34) is reduced to 

XI+l' JH = /AJ+l +bJ (XI, J-fJ-j) 

+ Zt+l aJ+l (1 - p/,,)o.r, 

The Corps of Engineers' studye4) of the annual water 
demand from Lake Okeechobee is plotted on Figure 2. 
The polynomial model with 3rd order is used to simulate 

... (35) the trend, i.e .• 

Equation (35) h as been introduced by Thomas and 
Fiering(23) to synthesize the streamflow sequence at a 
single site. In which Xi, J, X'+1. H1 = syntbetic flow 
during}'h and U + J)sl seasons reckoned from the start 
of the sequence; 

fLJ, fJ-J +l = average flow for the f" and (j + I )st season, 
within a repetitive annual cycle; 

oJ+! = standard deviation of streamflows for 
U + 1)st season; 

p j = lag one correlation between flows in i" and 
U+ I )SI seasons, i.e., quation (26) can be 
reduced as follows : 

n- t 
I (X" }-lLl) (X'+1' }H-IJ.J+}) 

; - 1 
~= --~--~~~----------(n-I) aj aj+ l 

... (36) 

DM = 0.7J481355 + 0.02746433t-0.00048254t2 

+ 0.00000387t3 •• • (38) 

where, DM = the annual water demand, lOG acre-ft; and 
t = year, 1971 treated as a first year. 

Each coefficient of tbis model has been tested by the 
F-test at the 5 percent significant level. The cyclical 
component and random component are insignificant in 
this set of data. The result of this model is also plotted 
on Figure 2. As can be seen from Figure 2, the 
simulated results are very close to the data as reporled 
by the Corps of Engineers(U). 

Rooting depth data obtained from Weaver(15) has 
been used by Shih et al(17) to obtain coefficients for 
rooting depth models as introduced in Equation (2). 
The rooting depth models of two crops are shown as : 

for sweet potatoes, 

bJ = regression coefficient for estimating flow in RD = 118.81 - 11S.14xO.9933' 
U+ l)st season from tbat of j'l' season, i.e., for soybeans, 

... (39) 

n 
I X" j XI+1' J+l-IIfLJ ILJ+1 

bj = _I_=_I;.._ ________ _ 
n 
I X 2

" j- nlJ.'j 
i = 1 

j = serial index identifying season; 

n = number of years of record; and 

Z /+1 = standardized random variate. 

... (37) 

The term "season" implies the time interval varying from 
1 to 6 months. There are three steps involved in this 
model application : 

Step 1 : The parameters of fLj, fLJ+l, bj, aJ and Pi for each 
season are computed based on the historical 
record. 

Step 2 The distribution of tbe data is determined 
either by prior knowledge or by specific testing. 

Step 3 A streamflow sequence is generated based on 
tbe model indicated in Equation (34). 

RD = -21.42+284.98 x 1.0142' 

where, RD = rooting depth, inches; and 

t = days after planting. 

... (40) 

In these rooting depth models, only trend components 
are tested at the 5 percent significant level by using tbe 

~ . 
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- '~EDI enp eu~v( 
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+ 0 .00000l8),3 
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FIGURE 1 : Annual water demand rrom Lake Okeechobee, 
Florida. 
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F-test. The simulated results are given in Figure 3 are 
compared to the experimental data [Weaver (16)]. The 
results also indicated that the asymptotic expansion 
model is a very applicable tool to simulate tbe trend of 
rooting depth. 

Category 2. Some Periodicities 

Corps of Engineers' data(tt) of monthly evaporation 
in Lake Okeecbobee are plotted on Figure 4. After 
applying the time series analysis program to the data 
the variances of trend, cycle, and randomness are found 
equal to 0.0002, 1.2033 and 0.0210, respectively. About 
98 percent of variance belongs to the cyclical component. 
The F-test also indicates that the cyclical component is 
very highly significant at the 0.001 level , i.e .• the cyclical 
movement is a most important factor in this monthly 

o 0 DAT~ OF S~(ET POTATOES • 
• • DATA Of so •• t AHS 

70 
- 'REOltT[O CUltVE OF SII[ET 'OTATOU 
- - '~ED I tTED CUltV E OF SOYItAHS 

11 20 
;: 
§ 

10 20 3D ~O SO 60 7D 80 90 100 110 r •• 
DAYS AFHR '''''''ING I 

FIGURE 3 : Rooting depth related to the days after planting. 

evaporation data . The three harmonic coefficients are 
shown in Table 1. The results of simulation are also 
shown in Figure 4. 

Category 3. Entirely Random Variation 

A set of short period records of alkalinity datu from 
the S65E structure at Kissimmee River [Shih. et al (. ')] 
is plotted on Figure 5. This type of data belongs 
entIrely to the random variation. The time seri es 
analysis indicates that the variances of trend, cycle. and 
randomness are equal to 0.0010, 0.0065, and 0.01 35. 
respectively. The F-test shows that only the random 
component is significant at the 0.05 level. 

Category 4. A Time Trend with Some Periodicities 

Experimental data on plant's water requirement 

•• DAT~ OF l VA'OAATI ON 

- ' REOltTtIl tU~V E 
6 . 0 

% 
.~ S, O 

' .0 

" ~ " 
'tR I OD, fftOn , h 

FIGURE 4 : Harmonic analysis of evaporation In Lake 
Okeechobee. Florida , 

TABLE I 

Fourier coefficients and percent of variance In each harmonic. 

1st Harmonic 2nd Harmonic 3rd Harmonic 

Examples 
A B Var . A B Var, A B Var . 

% 'Yo 'Yo 

Evap. of Lake Okee. - 1.210 0,714 81 -0.458 -0.014 9 - 0.050 - 0.067 0 

Field 
Wat. Corn -0.108 -0.012 87 0.027 0.003 6 - 0.006 0,009 
Use Sweet 

Potato - 0.061 0.004 83 0.002 0.017 0 0.001 0.006 

Lake 12-month 
Okee. period 0.514 -0.344 62 - 0.057 0.246 10 0.248 0.016 6 
Stage 72-month 

period -0.184 0.314 40 -0.087 0.055 3 - 0.028 0.063 

Accu. Irreg. 
Requirement -0.329 0.780 22 -0.244 - 0.735 18 - 0.310 - 0.421 8 
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[Shih et al(I7)] can be u ed to demonstrate this category 
4 series. The time series analyses for the water use of 
field corn and sweet potato indicate that the plant's 
water requirement involves two components-trend and 
cycle. 

The results are shown as 

field corn : WR = 0.08787+ 0.00362t+ Xc (I) ... (41) 

and sweet potato: WR = 0.0331 B + O .018~6 t+ Xc(t) 
.. . (42) 

where, WR = water requirement, inches per day; and 
t = days after planting. 

The harmonic coefficients of Xc(t) arc given in Table l. 
Table f also shows the percentages variation accounted 
for by the first, econd and tbird harmonic component. 
In many cases the first three harmonics accounted for a 
high percent (If the varialion . Therefore, only three 
harmonics were used in thi s study. Comparison of 
simulated water use, using the models of Equations (41) 
& (42), with obscrved water use are shown in Figure 6. 
The simulated water use is in close agreement with 
the observed data for each crop considered. 

Category 5. A Time Trend wilh Some Degree of 
Ralldomness 

The sequential generation of streamfl ow in the 
Kis immee River is a type of time trend with some 
degree of' randomnes . The detailed de cription will be 
presonted in a later section of synthetic streamflows 
succession. 
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FIGURE 5: Alkalinity data of Kissimmee River 8t S6~E. 
Floridll . 
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FIGURE 6 : Moisture u e for corn and sweet potatoes. 

Category 6. Several Periodicities with Some Degree of 
Randomness 

The end of the monthly stage of Lake Okeechobee 
can be u ed to describe the phenomena of several 
periodicities with some degree of randomness. The 
time cries analysis indicate~ that the variance of trend, 
periodicity, and randomness recorded in these stages 
are equal to 0.0035,0.5577, and 1.1560, respectively. The 
F-test shows that the trend component is insignificant 
and the components of periodicity and randomness are 
all high Iy significant at the 0.0 I level. The harmonic 
coefficients with 12 monthly period s and 72 monthly 
periods are al 0 . hown in Table l. The reason for using 
different periods will be discussed later under sections 
of correlogram and spectra l analyses. 

Category 7. A Time Trend with Some Periodicities and 
Randomness 

Accumulated irrigatio n requirements for composite 
vegetable in the Lake Okeechobee area can be used to 
demonstrate the concept of a time trend with some 
periodicity and randomness. Data used to determine 
the coefficients for the model were obtained from the 
C rps of' Engineers(24). Time series analy es show that 
the variance of trend . periodicity and randomness are 
equal to 2.0253, 2.0383, and 3.3929, respectively. The 
F-tcst indicates tbat three components are all significant 
at the 0.1 level. This implies that the time series, X(t), 
involve three components, i. e., 

X(/) = - 1.9741 + 1.30481 + Xc(t) + XR(t) .. . (43) 

where , 1 is the month and the basic period of harmonic 
component is J 2 months. The coefficients of harmonic 
components, Xc(1) , are shown in Table f. The data and 
simulated results are sh wn io Figure 7. 

The time se ries analysis involved two portions, first 
portion is a deterministic part and the other is random 
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FIGURE 1 : Accumulated irrigation requirement for composite 
vegetables. 



TlME SERIES ANALYSIS AND ITS APPLICATION TO WATER RE OURer:: 231 

and uncorrelated to the determini tic part. The deter
ministic portion turns out to be a cyclical functi n 
rather than a polynomial of lime. Hence. the corrcl -
gram and spectral analyses can provide in ight into the 
existence of harmonic components in the process. 

Correlogram 

The Equations (26), (27), (29) & (30) are u ed to cal
culate the serial correlation rt... 01 lag k for the 
monthly disoharges of the St . John Ri ver, Florida, and 
the end of month ta e of Lake Okeechobee. In these 
examples, L is the length of record equal to 432 months 
in discharge data, and 504 month in stage record . The 
va lue k is between 0 and k/ L which is recommended 
by Blackman and Tukey(l) and should not exceed 0.1, 
for instance, 43 in discharge and 50 in stage. The array 
of coefficients '0 ' r, .... shows n good deal about the nature 
of the internal dependence of the series Their um is 
called the correlogram which is used to express the 
graph of k as abscissa versus rk as ordinate. The 
correlogram for discharge and stages a re shown in 
Figures 8 & 9, respectively. As can be seen from 
Figure 8, the c rrelogram is oscillating along the 
abscissa 'A = 0, with a 12 months period same harmonic 
components of the model. However, as Figure 9 shows, 
the correlogram is oscillating with a 12 months period 
and dumping curve. This implies that the data of time 
series used to compute the correlogram is too short and 
thus may conceal its actual form. Hence, the pectral 
analysis is needed because the significance between 
spectrum and the corresponding correJogram is that the 
spectrum exhibits a fewer sampling variation. 

Spectral Analyses of the tage of Lake Okeechobee 

The power spectrum for the end of month stage of 
Lake Okeechobee can be analyzed by using Equations 
(27), (31). (32) & (33) . The techniques used to decide the 
sampling time interval, 6, f, and maximum lag number, 
k, should be discussed further based on the following 
two cases : 

Case J. Constant k with Varying 6, t 

A general decision is that a smaller time interval is 
used to observe the shorter period of environmental 

ph nomena and a larger time inter al i used to eck the 
longer period f proce s. However. no mutt r what 
ize of sampling time inter III is cho n, the popUlation 

mean of the original serie ho uld not be distorted signi
ficantly. The reason i becau e the 1 1Ir~er time interval 
rna affect the sampling accUTllcy or example, differ nt 
time intervals u ed in the lower etlst coast of lorida's 
rainfall and Lake OkeechObee'S tage ti re used to 
exemplify thi effect . The results a re shown in Tablt: 1 J. 
A can be seen fro m Table 11 , the sampling time interval 
cqual to a 6-month in rainfall data indicates that tll 

FIGURE 9 : Correiocram of the stllllc of Lake Okeechobee. 
Florida . 

TABLE 11 

Testing dlft'crl.'ncc among the variances of time interval , 6 1. 

Source 
of 

variance 

Time 
Interval, 

Month 

F-value 

Time Interva l. Mon th 

2 3 4 5 6 

Precipitation of Lower East oa t of F lorida 

2 ],07 

3 1.03 1.03 
4 1.26 1.34 1.30 
5 I 29 1.38 1.33 1.03 
6 1.62· 1.52· J.S7. 2.04" 2.10·· 

Stage of Lake Okeechobee 
2 1.02 
3 1.07 ),05 
4 1.04 1.02 1.03 
5 1.05 1.04 1.02 1.02 
6 1.16 1.18 l.2S 1.21 1.23 

12 1.15 1.17 1.23 1.1 9 1.2t 1.01 

FIGURE 8 : Correlogram of the monthly discbarg of St. John • ... The F·test is significant lit the 0.05 level. 
River, Florida. •• "" The F-tes! is highly significan t a t tbe 0.01 level. 
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series sampled by a 6-month interval is not same as the 
original monthly series because the F-test is significant 
at least at the 0.05 level. 

The results of the stage of spectral estimates from 
which the Figures 10.IA & 10.IB are plotted are based 
on k = 12 with 61 = 1 and 3, respectively. As can 
be seen from those figures, the resolution of components 
with a period as short as 2 months in 10.lA. instead of 
the 6 months possible in the 10.IB. This indicates that 
the lO.lB is unable to show the components which are 
shorter than 6 months. However, the 1O.1B can show 
a longer period of component such as 72 months which 
are not visible clearly in 10.lA. 

Care 2. Constant 6t with Varying k 

The L is the length of record equal to 504 month~ 
of stage data. According to Blackman and Tukey(l) 
who suggested that the k/L should not be greater than 
0.1. For this exam pie, k is equal to 50 and 25. for a 
Sampling time interval equal to I month and 2 months, 
respectively. The effect of increasing the number of 
lags from 10 to 25 with constant 6 t = 2 are shown in 
Figures 10.2A & 10.2B. As can be seen from these 
two figures, the resolving power in 1O.2B is greater than 

0. 4 I~ , bt • I, k. 16 

0 . ) 

0 . 2 

0. 1 

).2 

o .)~ . II, At • J, k·.6 
0 . 2 

0.' 
u o~;':.:·· ·~·;·:-::· ·~·:n~ .. ;~ ... :-:9:.~.~ .. ;~;-'~ .. ; 

4 " ~e 32 2~ .6 12 9.6 8 6 

o .... .. . ...... .. . ........... ... . ....... .... . ...... .... ....... . 
20 1) .3 10 8 6 .7 5.7 ~ ~ . ~ 

'T~ 
21 . At • 2. k. 2S 

0.2 

0. 1 

o ~.~ . . ~.~.~'= !~ ~ ? ~ ": ~ 
4100 25 12 . 5 10 6 . 25 5 . 4 

FIGURE 10: Spectrum or the staKe of Lake Okeechobee, Florida. 

10.2A because the spectrum estimates computed by 
larger lag number are made for a greater number of 
spectral bands. 

Both the correlogram and spectrum can be used to 
ex.plore the internal structure of a time series. The 
correlogram reveals more about the relationship between 
values of the series which are separated in time. The 
spectrum provides the extent to which the series exists 
in some fundamental periodicities and the peak of the 
spectrum is identified with the harmonic terms in the 
system. 

Syntbetic Streamflow Succession 

The time series analysis of existing data as described 
in previous sections can be used in generating a 
predicted sequence. The mean monthly discharges of 
the Kissimmee River, Florida, are used in this synthetic 
study. The length of record is 540 months. Equations 
(28) & (29) are used to calculate the standard deviation 
for the}'" and (j + l)st month of the streamflow. The 
results are listed in Table III. Equations (5), (36) & 
(37) are used to cal~ulate the ~eans, correla~ion coeffi
cients, and regression coefficients, respectively. The 
results are also listed io Table HI. The first order of the 
Markov model as mentioned io Equation (35) is used to 
generate the monthly streamflow. A normal distribution 
of the data which is used in this study is also suggested 
by Thomas and Fiering(23). Equation (24) is used to 
generate the normally di tributed variates with mean 
equal to 0 and variance equal to I. 10 order to observe 
the possibility of other types of distribution, a log
normal distribution is also used. Comparison of the 
synthetic mean monthly flow standard deviation with 
those of 4S years of observed data are shown in Tables 
IV & V, respectively. As can be seen from Table IV, 
a significant difference between normal and log-normal 
distribution is that the negative values occurred in the 
synthesized sequence found by using normal distri
bution. The moments included in these negative results 
are subsequently set to zero. The significance of negative 
values are listed in Table IV. The percentage of the 
total synthetic flows affected by setting negative values to 
zero is lesS than 3 percent which is still within the 95 
percent statistical conferen'ce limits. Hence, setting 
negative values to zero do not distort the population 
significantly. As can be seen from Ta bles II I & V, the 
standard deviation with minimum values such as May, 
and with maximum values such as October, are used to 
observe the cumulative frequency function. The results 
of the frequency distribution are plotted on Figure 11. 
As Figure II shows, the synthetic flow with normal 
distribution is slightly better in May but not in October. 
The distribution of synthetic results for annual and mid· 
year such as July are plotted on Figure 12. As Figure 
12 shows, the cumulative frequency function for annual 
synthesized by both distributions are fitted closely to the 
record results. However, the synthetic July's flow with 
log-normal distribution is better fitted than the normal 
distribution. Therefore, a Chi·square test is used to 
examine the goodness-of-fit between synthetic results 
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TABLE 1lI 

Serial correlation parameters of mean monthly flows at Kis immee River obtained from 4S year of ob ned record . 

Month Regression Correlation Standard Mean 
coefficient coefficient deviation flow 

bj Pj " I ql 

--
January 0.6794 08507 2267 3129 
February 0.8598 0.7185 1829 2999 
March 0.8913 0.8316 2180 3149 
April 0.6706 0.8397 2302 2968 
May 1.2007 0.6442 1747 2334 
June 0.9495 08540 3328 3007 
July 0.7136 0.7685 3683 3779 
August }.1508 0.8075 3429 4265 
September 0.9934 0.7919 4866 5963 
October 0.5639 0.8945 6970 7022 
November 0.7361 0.9215 3810 4512 
December 0.1405 0.1609 2953 3443 

TABLE IV 

Comparison of the mean mDnthly flows and magnitude of negative values generated in different period of years with 
those of 45 years of observed dn ta, acre-ft . 

Month Observed mea n 
monthly flow 

Synthetic mean monthly flow 

45 years 
45 years 100 years SOO yelirs 

ND· I LV· NV I LD ND I LD 

January 3129 3376 3IO) 3291 3407 3157 3268 
February 2999 3042 2890 2966 2880 3008 2960 
March 3149 3129 3099 3338 3408 3104 3090 
April 2960 2988 3508 3028 3346 2953 3133 
May 2334 2458 3209 2503 2988 2339 2628 
June 3007 2874 2515 3005 2614 3224 2623 
July 3779 4476 380) 4072 3400 4056 3373 
August 4265 4362 4065 4364 3922 4434 3946 
September 5963 6359 5668 6001 5172 6089 539J 
October 7022 6678 6361 7128 6747 7334 6671 
November 4512 4396 3898 4695 4181 4660 4272 
December 3443 3419 3005 3542 3310 3592 3644 

Sum 46562 47557 45140 47933 45375 47950 44999 
Average 3880 3963 3762 3994 3781 3996 3750 

Negative value, lOS 575 1033 5544 
Percent, % 2.69 2.16 2.31 

• NV = Synthetic flow with normal distribution. 
• L D = Synthetic How with log-oormal distribution. 
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TABLE V 

Comparison of the standard deviatioD of synthetic flow with those of 45 years of obsened data. 

Standard deviation of synthetic flow 

Standard 
Month deviation 4S years 100 years SOO years 

of observed 
data 

I I I ND· LD ND LD ND LD 

January 2267 1811 2382 1990 2926 2069 3322 
February 1829 1609 2019 1664 2310 1702 2351 
March 2180 2064 2840 2058 3446 1976 3096 
April 2302 2298 4431 2161 3933 2051 4061 
May J747 1840 4444 1698 3756 1593 3593 
June 3326 2870 2482 2858 2542 2698 2338 
July 3683 3104 3168 3045 2792 30]8 2893 
August 3429 2927 3258 2904 2993 2906 3120 
September 4866 4112 4380 3958 3942 4075 4454 
October 6970 4937 8857 5215 7738 5138 7126 
November 3810 3001 3997 3064 4322 3172 4790 
December 2953 2217 2830 2394 3680 2453 4861 

Sum 39362 32790 45088 33009 44380 29945 46005 
Average 3280 2733 3757 2751 3698 2495 3833 

• ND ... Normal distribution, LD = Log-normal distribution. 

TABLE VI 

Comparing tbe Chi-square test {or goodness-or·fit of log-normal and normal distributions In different periods of 
years with those of 45 years of record . 

Chi-square values of syn thetic flow 

Month 4S years 100 years 400 years 

--
N Dt I LD ND ---l LD ND I LD 

January 31.74* 22.49 48 .68** 25.54 27.81 23.09 
February 34.60* 47.20** 11.67 39.04** 40.22** 32.94* 
March 25.83 32.11* 23.02 46.04** 24.01 40.71** 
April 16.99 53.04** 17.00 76.74** .16.62 62.89** 
May 27 .82 32.20* 26.05 47.46** 20.01 41.58** 
June 23.08 17.13 16.07 19.78 17.30 9.76 
July 58 .35* 11.27 60.60·· 12.15 47.62** 19.71. 
August 32.50* 23.46 41.11*· 32.71· 20.95 19.84 
September 66.90** 21.41 42.59·· 14.32 34.39* 16.74 
October 2102 37.53** 26.10 17.29 22.10 10.23 
November 25.82 22.09 12.39 22.86 18.58 17.94 
December 17.70 31.86· 21.12 45.65** 13.07 30.73· 
Annual 14.85 28.37 26.97 17.92 25.23 14.80 

t ND - Normal distribution, LD = Log-normal distribution . 
• , •• = The Chi-square tests are significant at tile levels of O.OS , 0.01, respectively. 
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FIGURE 11 : Distribution of treamftow for May and October, 

and record data, Twenty frequency intervals are used 
in this example, the results of Chi-square values are 
listed on Table V[. For instance, comparing the Chi
square test for normal and log-normal distributions in 
a synthesized 400 years' sequence with those of 45 years 
of record indicates the following results: 

(I) 

(2) 

The synthetic flows with both types of distribu
tions in January, June, August, October, 
November. aod annual render the cumulative 
frequencies which agree closely with the Cumu
lative frequency performed by historical record, 

The synthetic flows with log-normal distribution 
are better in February, July, and September. 
However, the results for months such as March, 
April, May, and December are Dot as good as 
the synthesized sequence with normal distribu
tion. 

These results imply that the synthetic streamflow 
lIequence with joint distributions are more applicable in 
the Kissimmee River flow. 

Condo ions 

A general concept of time series which includes three 
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FIGURE 12: Distribution or streamflow for ,July and IInnual. 

components such as trend, periodicity, and randomness 
is introduced, A systematic model of time series 
analysis is also developed, The F-lcst is used a a 
statistical criterion to determine the numbcr of com
ponents which may include in each series. Based on 
this criterion, the water resources systems can be classed 
into seven categorie. The data obtained from the 
KiSSimmee River Basin and Lake Okeechobee area, 
Florida, are taken as examples to demonstrate these 
applications. Examples are included such as a water 
demand, crop rooting depth, evaporation of lake, lake 
stage, water quality. streamflow, rainfall, and accumu
lated irrigation requirements, 

Both the correlogram and spectral analyses are usect 
to analyze the deterministic portion of the data, The 
techniques used to decide the sampling time interval 
and lag number of the serial correlation are separated 
into two cases to explore how the spectrum is affected 
by the sampling interval and the lag number, No 
matter what size of sampling time interval and number 
of lags are chosen, the population mean of original 
series should not be distorted significantly, The corro.
logram reveals the relationships between values of the 
series, while the spectrum shows the extent to which the 
series exists under certain fundamental periodicities. 
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Synthetic streamflow succession is used as an 
example to demonstrate the application of the auto
regressive model. Based on the Chi-square test for 
goodness-or-fit between synthetic sequence and record 
data, the synthetic streamflow with joint distributions 
are more applicable in the Kissimmee River. 
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SYNOP I 

Non-/inearities in the water resources systems were recognized early(S), but due 
tu lack of sound theory for non-linear systems the water resources system planning has 
heavily depended on the linear system theory thus far . In recent years the 1101'1 linear 
systems have received considerable attentioll due to their extreme importance in 
several disciplines. The present paper will develop a new method of analysis and 
identification of a non-linear system such as drainage basin or reservoir. The proposed 
method consists in estimating the parameters of the non-linear system through tire 
known relation between the correlation functions of the input and output records. The 
unknown function representing the non-linear system is expanded into series of Hermite 
polynomials. Also the probability density of the input is expanded into the equivalent 
series of Hermite polynomials. The output autocorrelation function is expressed ill 
terms of the input autocorrelation and unknown system functioll. This provides as 
many equations as there are correlation functioll estimates. From these equations the 
same /lumber of parameters of the function representing the non-linear system call be 
estimated. 

The above method will be applied to numerically simulated system and some of 
the actual water resource systems such as drainage basin or reservoir. 

Linear model of water resources systems are 
extensively used not because the systems in qnestion are 
linear but mainly because a suitable theory and com
putational methods for non-linear systems are not 
available. Linearization, piecewise linearization and 
Weiner's method for non-linear systems constitute the 
presently available tools for building a model for non
linear systems. A new method for analysis and identifica
tion of non-linear systems will be presented in this paper. 

fied and simplified by expressing the non-linear functional 
relation in a series of Hermite polynomials and reducing 
the resulting expression using the orthogonality pro
perties. THus the output covariances are expressed as 
an infinite series in terms of input correlation and the 
coetJicient of the Hermite polynomial describing the 
non-linear system. 

Now the identification prohlcm is posed . Can we 
estimate the coefficients of the Hermite polynomial des
cribing the non-linear system given the input correlations 
and the output covariances 1 The an wer is a conditional 
yes. In certain conditions, such as Gaussian input. the 
zero memory non-linearity can be easily evaluated by 
the new method developed in tbis expo ition. The new 
method has been applied successfully to the simulated 

• 
The proposed method utilizes the relation between 

input autocorrelation and output covariances obtained 
by the characteristic function method first used by 
RiceC). The above well-known result has been modi-
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random sequences. The method has been further modi
fied so that it can be applied to systems such as catch
ment basins whicn have non-Gaussian input such as 
rainfall. This modified identification method has been 
applied to monthly rainfall runoff data from an experi
mental catchment basin in Florida. The predicted and 
the actual runoff has been presented for comparison. 
It can be seen th.at even the simplest type of non-linear 
model can be an effective prediction tool. The ways 
to improve the model further have been indicated. 

In summary a new method for building a non-linear 
model for water resources systems has been developed 
and successfully applied to a simulated non- linear system 
and an actual catchment basin. 

Mathematical Derivation 

Given a stationary Gaussian random sequence X", 
11 = I, 2, .. . as input to a zero memory non-linear 
device represented by function f(x). We wish to esti
mate the oorrelation function and spectrum of the output 
random sequence y" = f(x,,), n = I, 2. The character
istic function method of non·linear systems analysis 
has been well described in literature beginning from 
Rice's paper(1) and several textbooks(6)(8). Following 
Brown(l) Jet us consider the more general result for the 
cross-correlation function ~ = E {f(X1)' g(xs)}, where, 
f and g are given arbitrary functions represented by 
their respective Fouriers integrals 

00 

f(x) = ;1r f F( IVl ) elK'lX dWl ... (1) 

-00 

00 

g(x ) = ;1t f F(ws} eiW2X dW2 ... (2) 

- 00 

and the random variables Xl and Xg have bivariate 
Gaussian distribution with zero means and variances 0'1 

and <12 and correlation p. The cross-oorrelation function 
is then expressed by 

where, H., is Hermite polynomial defined by 

Ho(x) = 1 

... (3) 

Hn+1(x) = - eX
2 :x [ e- x2 H" (X)] for n> O 

... (4) 

Fl(x) and Pa(x) are the marginal probability densities 
of Xl and XI' 

In case <11 = (12 "'" 0', we have PlX1) == PI(x.) and 
if also f(x) = g(x) we get the auto-covariance ¢ for the 
output y" = f(xn) n = 1, 2, ... " in terms of the auto
correlation of the input. 

00 co 

¢ = L [ I f(x) H" (U:2 ) P (x}dx T ;..:! 
n= O - co 

where, 

P(x) = - ~ e'2a' -
0' v'2 1f 

. .. (5) 

In order to get the answer to the question posed in 
the beginning of this section the above formula is used 
in the following manner. 

The stationary input Gaussian random sequences 
x" 11= 1, 2 ... has correlations p~ -= E(xltl . X",+n), "=0. 
1. '2 .. .. The output auto-covariance Rxy (11) = E (f(x",). 

f(xm+n)] is obtained by the Equatio,?- (5) substi.tutin~ 
p = pn. Thus the output auto-covanance functIOn IS 

obtained as a function of the input autocorrelation 
function given by pn, n = 0, 1,2,3 .... The spectrum of 
the output from the non-linear device can easily be 
obtained by applying cosine transform to the auto
covariance function. The spectrum provides informa
tion on generation of harmonics due to non-linearity of 
the system. 

New Formula for O utput Auto-Covariances 

For computation of the auto-covariance of the 
output and also for the identification of the non-linearity 
the Equatlon (5) has been modified in the following 
way. 

The fUDction f(x) describing the non-linearity can 
be expressed as the sum of Hermite polynomials, i.e' l 

co 

f(x) = 2: em Hm ( a~ 2 ) 
m ... O 

... (6) 

For types of non-linearity for which the H~rmite 
polynomial approximation is convergent the Equatton (5) 
can be expressed as 

~ ( x) 1 _ 
n O'v2 ~v'2.v'1r 

x 
Substituting z = -U-V--==2 and 

e2,,2 dx --::£ JI f" 
2n.n! 

... (7) 

interchanging 
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summation and integration we get 

co co co 

'" = ~ [ ~ ~: JHm(Z). Hn(Z) . e-z
'. dzJ 

n- O m - O - co 

Using the orthogonality relation 

p" 
2n'n! 

... (8) 

QO t v 7r-2'" n! for m = n 

JHm (z) Hn. (z). e- z2• dz = o for m#n 
- 00 

... (9) 
we get 

.. ·tlO) 

Thus if p(m) is the autocorrelation of the input for 
lags m = 0, 1, 2, ... and '" (m) auto-covariance of the 
output for lags m = 0, 1, 2, ... where input x and output 
yare related by 

then 
00 

I/-(m) = 2: C~ • 2'" n! p" (m) for m = 0, 1, 2, ... 
11 ,,- 0 

... (11) 

The above can be interpreted as if the covariance of 
the output has been broken into its orthogonal com
ponents corresponding to each of the terms in the 
Hermite polynomial representation of the non-linearity. 
This interesting property of the Equation (11) allows one 
to compute", (m) as accurately ~s a partic~lar ~pplica
tion demands. Many types of simple non-hneanty can 
be well approximated by the sum of a few terms of 
Hermite polynomials. Thus the output correlations can 
be calculated very quickly. 

New Identification Method 

Now we have all the necessary tools to discuss the 
question posed in the introduction. Given autocorrela
tion p (m), m = 0, I , 2,... of the input zero-mean 
Gaussian sequence and the auto-covariance I/- (m), 
m = 0, 1,2, ... of the output from a non-linear device. 
we would like to identify the non-lineal' device y = j(x). 
Let the non-linear device be represented by the sum of 
Hermite polynomials , i.e .• Equation (6) . If there are '!" 
significant estimates of autocorrelation and auto-co~arJ
ances, then from Equation (II) we can ge~ m e9,uatIOns 
in terms of tbe coefficients of the HermJte senes. Up 

to m coefficients C2 can be solved in sucb a way that 
n 

c2 > O. In many of the practical cases we will have 
" more equations than tbe number of unknown the'n the 

equation should be solved in the lea t square en e. 
Since the coefficients en are present in the equations as 

C
2 

, their actual sign will depend on the mean value of 
n 

the output signal. 

Adaptation of tbe Metbod for Non-Gaussian Input 

If the input are non-Gaussian the above method 
cannot be applied. But we can 10 k at the probl m in 
this way. The input itself can be pictured us an output 
from a non-linear device x = I(z) where, z is zero-mean 
Gaussian random variable. Similarly ystem output 
can be considered BS an output from a non-linear device 
y = g(z). Using Equation (11) we solve for the func
tions I and g. Now :: = 1-1 (x). Therefore, y=g (pool(X)} 
is the required sy tern non-linearity. We need to 
consider only the real value of :: = I-I (x). In Case of 
the multi-valued real olutions, the sequence z"=f -1(x"). 
n = J, 2 ... .. which has zero mean hould be kept for 
yn computation. 

Numerical imulatioo aDd Application 

Uncorrelated Gaussian random variables were 
generated by the direct method as follow (I). Generate 
a pair of independent random variables VI Bnd Vg 

uniformly distributed over the intcrval (0, I). Then 

X l = ( - 2 III V1)1 /2 cos 2rtU2 

X 2 = ( - 2 In U1)1/2 sin 2'ITUz 

are a pair of Gaussian random variables with zero mean 
and unit variance. Corrclated Gaussian random 
variables were generated by the relation x, = 0.5 
X'-l +a, where, a, is independent uncorrela ted Gaussian 
random variable yl = fix,) was computed for several 
functions. Covariance of y, has been comp uted Bnd 
compared in Table 1. 

TABLE J 

unction ovariance Covnr;<Jnc crrom 
Equation (10) 

(X_I)2 7.548 7.551 

x2+ x- l 3.808 3.770 

x'- l 2.759 2.636 

0.25 (x2- 1)+0. 1.x3 0.346 0.393 

Results are very good for simplo functions . For 
functions involving high powers error comes from. the 
deviation of higher moments of the ~andom vafJab~e 
x, from the ideal moments of a Gaussian ~and<?m V~T1-
able. In order to test the efficiency of the Identtficatlon 
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method, the autocorrelation of XI and auto
covariance of YI = x.2-1 for 0, I and 2 lags was used 
in Equation (11). Solving the equation for non-negative 

solutions for coefficients C~ and then reducing we 

recover the fUDction lCx) = 1.0106x'-l.J433 which is 
very close to the simulated non-linearity. 

The monthly rainfall and runoff data collected from 
the experimental watershed No. W-2 near Vero Beach, 
Florida(O) has been used to build a non-linear model 
for the catchment basin. Monthly precipitation and 
discharge are p ::z: I(z) and Q = g(z). By the method 
used in the previous paragraph the functions of 1 and 
g are determined. In the next step ;; = 1-1 (P) is 
calculated. Finally Q = g {j- l (P)} is obtained. The 
results of the calculation are presented in Figure I. 
Despite the facts that auto-covariances up to only 3 
lags were used even though the data showed strong 
periodicity for 12 months and weak periodicity for 3, 4, 
and 6 montbs('), and that the memory effect, i.e., in this 
case storage has not been considered, the predictions 
come quite close to the actual value of the discharge. 

." 
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FIGURE 1 : ComparIson of the actual and predicted 
monthly runoff. 

Conclusions 

(I) Characteristic function method for analyzing 
non-linear systems has been modified for 
Gaussian input and non-linearity expressible in 
a convergent series of Hermite polynomials. 

(2) Formula for output autocovariance has been 
derived as a series in terms of the coefficients of 

Hermite polynomials and the powers of the 
input autocorrelations. 

(3) A new method for identifying the non-linearity 
of a system with Gaussian input has been 
developed and applied successfully to the 
simulated data. 

(4) The new identification method has been further 
modified to a general case of non-Gaussian 
input. 

(5) The modified identificatIon method has been 
successfully applied to build a model for an 
experimental watershed in Florida. 

(6) It has been effectively demonstrated that the 
inherently non-linear hydrologic systems can be 
tackled easily by the new methods developed. 
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Integration of Filtration Equations and Parameter 
Optimization Techniques 
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SYNOPSIS 

Th e system of differential equations describing filtration through filter bed of 
granular material and its integration are discussed A new method for the determina
tion of the optimum set of the values of the filtration parameters, namely those parameter 
values which give the best fit to a given set of filtration data, is de~eloped. This method is 
a combinatioll of a nOIl ·linear least square algorithm and a pattern search technique and 
is found to be effective in determining pertinent filtration parameters from raw filtra
tion data. Furthermore, unlike previous methods, it does not require generation of 
indirect data by cross-plotting. Illustration of this method is provided through an 
example which treats data obtained from filtration of aqueous clay suspension through 
deep bed filter composed of granular activated carbon . 

1. Introduction 

The mathematical description of filtration througb 
granular bed is governed by a system of two equations: 
the macroscopic conservation equation and the so-called 
filtration equation. The latter is a phenomeloglcal 
description of the rate of retention of particulate 
matters, even though significance in terms of the 
mechanism of particle depOSition is often attached to 
it. Strictly speaking, none of the models proposed for 
this rate expression can claim a broad theoretical basis, 
although some of them have been proved to be useful 
as frameworks for interpretation of the phenomena 
underlying filtration. For example, assuming that the 
parameters of the rate expression are known, the solution 
of these equations enables the prediction of the dynamic 
behavior of the filtration process, which can be 
used as a basis of rational design. Equally important, 
the solution of these equations, together with expvri
mental data, can be used for the evaluation of the 
filtration parameters. The problem in essence, is to 
establish these model parameter values which are consis-

tent with experimental observations and it is. therefore, 
intimately related to the solution of the problem. 

The work reported here is concerned with the latter 
problem; namely. the evaluation of the fi ltration para
meter from the solution of the phenomelogical equation 
and experimental data. The main emphasis is on the 
development and formulation of an optimization earch 
method which can be u ed in evaluating filtration para
meters on a consistent and unambiguous basis. The 
development and application of optimization techniques 
has been one of the major technological innovations. 
However, it is surprising to note that this particular 
application has not yet been explored. 

2. Filtration tbrough Beds of Granular Porous Media 

2.1 Phenomelogical Equations 

We consider a deep bed filter consisting of a packed 
bej of solid grain~. {nitiaJly, the filter bed is filled with 
clear liquid and free of any particulate matters. At a 
given time, a su~pension of solid particles flow s 
into and through the bed at a constant flow rate. 

• Present Address : Department of Chemical Engineerins. University of Houston, Houston, Texas 77004. 
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Filtration takes place throughout the entire depth of the 
filter. The problem is to predict the quality of filtrate 
(i.e., concentration of solid particles in the fluid stream, y) 
and the extent of particle retention (i.e., specific 
deposit of filler bed, volume of deposited matters per 
unit volume of filter bed) as functions of the depth of 
filter and time. 

The mass balance of the solid particle as the suspen
sion flows through the filter yields the conservation 
equation, i.e., 

a at «(1' + ey) + 11m 
oY _ _ D a2y = 0 
az az 

.. . (1 ) 

. Equation (I) is written on the basis that there is no 
radial dependence a nd the flow is uniform. The mean
ings of the symbols are given in the nomenclature. 

initial value, Ao, by the following expression 

.\ = Ao F(a) ... (7) 

namely, the effect of particle retention on .\ can be 
expressed in terms of the specific deposit entirely . More 
recently, Deb (1970) proposed that 

~ = A' r Eo - (1' ] y at L. I -Ea 
. . . . (8) 

when, Es designates the porosity of the deposited 
matter. Similarly, Herzig et al (1970) suggested that 

aa - = Ky = Ko F(a) y .. ,(9) at 
In fact, all these expressions can be shown to be 

equivalent, For example, it is simple to show tbat 

K = AUm . .. (10) 

The porosity of the filter bed , E, will change depend- or 
ing upon the extent of particle retention, or KI> = ]1. tim ... ( 11) 

E = Eo - ~(1' . . . (2) and 

where, EQ is the initial porosity and ~ is the 'ratio of that 
apparent volume of deposited matter to the actual 

volume of the deposits. The term D ~2y in Equa-
vyz 

tion (1) represents the Brownian diffusional flux along 
the axial direction which in most cases can be ignored. 
Moreover, for dilute suspensions, E :: Eo. Under these 
considerations Equation (I) becomes 

aa ay oy _- + Eo-- + tim - .,,- = 0 ... (3) af at pZ 

Equation (3) can be further simplified by introducing 
the so-called retention time, T, or 

I 

T=t- J _!!:_ 
tim/Eo 

... (4) 

o 

Namely, at any depth of the filter, time is counted from 
the moment when the suspension reaches the particle 
position. Equation (I) is reduced to 

oa oy - + U", - - = 0 
(IT OZ . .. (5) 

Equation (5) has two dependent variables (a and y) 
and two independent variable (" and z). To express a 
(or y) as function of T and z, one more equation relat
ing these quantities is required . Iwasaki (1937) observed 
almost forty years ago the linear relationship between y 
and li: on a emi-Iog scale during the initial period of 
filtration and suggested that 

(.!L)= -~y 
Clz 

... (6) 

where, ~ is the filter coefficient and is related to its 

where , 

Fn (a) = F( a) 
(3 

I-- a 
Eo 

2,2 Method of Integration 

,..~'o FI1(a) 

. .. ( 12) 

... (13) 

... (14) 

From the above discussion, the phenomelogical 
description of deep bed filtration is given by the 
following system of equations 

0(7 oy - - + tim - = 0 aT OZ 
... (5) 

00 a:r = Ku F(a) y ... (9) 

with the following initial and boun.dary conditions 

y = YI Z = 0 T > 0 .. . (15) 

a = 0 't' ~ 0 Z > 0 ... (16) 

Equations (5) & (9) are known as semi-linear 
hyperbolic equations which can be solved conveniently 
with method of characteristics. However, because of 
the particular form of expression used for rhe rate 
equation, Equations (5) & (9) can be reduced to two 
ordinary differential equation which can be solved 
sequentially. This possibility was first pointed out by 
Herzig et al (1970) and will be used in this work. 
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Herzig et al (1970) showed that Equations (5) & (9) 
can be reduced to two ordinary differential equations. 
In terms of dimensionless variables they are 

where, 

da , Fi· ) --.-= (a; dT 

a, = 0 

da 
dz* = ---a F( a) 

a = (l,(T*) 

.. * = 't' Ko y, 

Ko 
=* =z-

Ut" 

... (17) 

T* = 0 .. . (18) 

... (19) 

at _ - _* _ - , ... (20) 

... (21) 

.. . (22) 

Thus, one can determine a, as a function of T* from 
direct integration of .Equation (19) with the initial 
conditions of Equation (18). Oncca, is known. it can 
be used as initial condition for Equation (19). the 
integration of which gives the distribution of u through
out tbe column for a specified time. The relationship 
between the liqUid pha'ie concentration, y, can be found 
from the relationship 

Y = a ... (23) 
)'1 

The actual integration can be carried with a number 
of method such as the fourth order Runge-Kutta 
algorithm or the Adams-Moulton predictor-corrector 
algorithm. Furthermore, with certain particular forms 
of £(a), integration may even be made analytically. 

2 .3 Determination of Functional Form of F(a) 

In order to integrate the phenomeiogical equations 
[i.e., Equations (l7) through (23)] and to predict the 
dynamic behavior of filtration processes, a form of the 
function F(a) has to be specified. The fUnctional form 
and values of the model parameters, generally speaking, 
cannot be determined a priori, but have to be based on 
experimental data. A brief discussion of the variou 
available methods is given below to providc a perspective 
and basis of comparison for tl:).e work presented here. 

(a) Differential Methods: Various methods can be 
classified under this class which are ba ed on 
experimental data takell from shallow as well 
as deep beds. In the former case, a thin bed 
element is used for measurement and the 
dependence of axial distance is assumed to 
be negligible. A form of F(a) and the val ues 
of parameters are obtained directly from the 
data of the form of rate of filtration verSus a. 
Various problems arise. Perhaps the most 
serious one is that of bed packing as pointed 
out by Jves & Pienvichitr (1965). 

The determination of F(a) can also be made from 
measurements of deep bed. Both Ives (1960) & 

(b) 

Deb (1969) employed thi approa h in their 
respective works . The data obtained are in the 
form of]l and a as fUl\ction~ of = and t . By 
cro s-pl tling aod interpolation, tl\e vari us 
derivatives in the phenomeloJ!icnl equation can 
be e timated from numerical dilTerentiation. 
which then can be u ed for determining F(o) . 
The main disad vantage is the lack f accuracy 
which inevitably ari es from numerical differen
tiation. 

Integral Method: The !lame "integral method" 
derive from the fact that the integrated fiHms 
of the filtration equations are used instead of 
their differential forms and the formula\ ion of 
thi method is the purpose of this work . 1 n 
principle. the selection of F(u) and its purameters 
are to be made so that the predicted behavior 
gives " best fit" to experimental measurement . 
The pr blem, therefore, is one of opti mizati on 
and integration of the phenomelogical equa
tion . 

The major a.dvantage of the integral method is 
that the data fitting used in detcrmining F(o) 
is performed directly on experimental data . 
Futhermore, the computation is made with a 
framework suitable for computer calculation. 
On the other hand, it has a major disadvantage: 
namely, it requires an assumption of F(a). 
However. rea on able guidelines can be 
developed for its selection . By i n~pccling the 
data, one can deduce the general form of F(o) 
from the behavior 01' curves sueh as r* ver. us 
= for fixed 't'. In thi connection, the [ollowing 
remarks may be of !tome u e : 

(I) F(a) = I should be u ed if the concentra
tion profile (y* versuS =) is invariant with 
time. 

(2) For F(a) = I- ba or F(a) = 1 = "a 2 , 

one has 

Sign [ : ;: ] = Sign h 

When either form is valid , the ()'* versus 
z, fixed T) curves are progressively displaced 
as T increases for b > O. For b < 0, the 
reverse behavior is obtaincd. 

(c) Mixed B ehal'ior : This i~ the most usual case and 
can be detected from the behavior of the (y* 
versus Z, fixed 't) curves which exh ibit a weakcll
ing or even inversion of the initial trend of 
displacement of curves. For such ca es, at lea t 
one more parameter has to be added. The 
following expressioll can be used to describe 
behavior of this type. 

aa2 

F(I1) = 1 +bu- --
to- a 

a, b> O ... (24) 
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aqS 
F(a) = I - bo,+--

l!;o--<1 
a,b>O ... (25) 

F(a) = (1 ±ya)" ~>O . .. (26) 

F( a) = ( 1 +b ~ yl (1- ~ )"1 (1- ~; ) 
... (27) 

3. Procedllrcs of Optimization and Parameter Search 

The purpose of this work is to develop a systematic 
procedure which determines the filtration model 
parameters from experimental data so that the predicted 
behavior from the filtration equations gives a best fit 
to experimental data. The procedure consists of 
two parts: integration of the filtration equatjons and 
minimization procedure for the determination of the 
model parameters. For the latter purpose, a combina~ 
tion of a pattern search scheme together with a least 
square curve fitting method (Levenberg's modification 
of the Gauss-Legendre method) is used. A detailed 
description of the procedure developed is given in this 
section. 

FOT the discussion of the minimization technique 
developed here, the filtration rate is assumed to be 
described by either of the following two expressions: 

otT a:;- = J(., (l - bu) (y- IXYI) y;;'IXYt ... (28) 

n> 1 ... (29) 

The use of Equation (29) is consistent with the rate 
expression of Equation (9) with F(tT) of the form of 
'Equation (26). Equation (28) can be considered as a 
ge~erali~ation of the rate .expression of Equation (9) 
which IS commonly used 10 deep bed filtration. It 
assumes that a given fraction of particles of the inlet 
stream is non-filtrable. Thus, the effective concentra
tion is Y-rJ.y,. Thi kind of behavior was observed for 
the filtration of clay suspension through activated carbon 
~ed (~ehter 1970; Mehter et al 1970). It is also 
mterestlDg to note that both expressions can be con
sidered as special ·cases of the following expression 

~ = Ko (Y-IXY') 30 
0'1' (l +ya)n ... ( ) 

which reduces to Equation (25) for IX = 0 and to 
Equation (28) for b = tty < < 1. 

3.l Integration oj Filtratioll Equations 

The integration method was discussed in detail under 
para 2.2. A few remarks will be made in connection 
with t~e particular models chosen in this work [i.e., 
Equ.atlons (~8) & (29)]. When Equation (28) is used, 
the IntegratlOn can be performed analytically to give: 

• •• ebT
• - 1 

(z , T ) = ""'b"""'( e-' .-+~(;6T-."':'--I-) ... (31) 

and 

... (32) 

For Equation (29), a and y. cannot be obtained 
analytically in explicit form (although they can be 
obtained implicitly in series expansion). However, 
a l ( ... ) can be obtained analytically and is given by 

1 

GI (T"') = +{[l +(n+l) YT'" ] (n + l) -1 ~ 
... (33) 

Numerical integration is necessary only in terms of 
z'" [integration of Equation (19) with initial values 
C1 (0, T"') given by Equations (20) & (23)]. The Adams
Moulton predictor-corrector algorithm, initiated by a 
fourth order Runge-Kutta scheme was used. 

3.2 Minimization Technique Jor Parameter Search 

The basis for the minimization technique is Leven
berg's modification of the Gauss-Legendre algorithm 
for least-squares (Wilde and Beightler 1967). The 
method, adapted to the problem at hand, is discussed 
briefly here. 

Consider a filtration experiment in which theconcen
tration in the liquid is determined through periodic 
sampling at various depths of the filter bed. Let Tk be 
the time of sampling with k = 1, .... K, where, K is the 
number of {y'" versus z"'} data sets avai lable. Let 

• Ykm 
Ykm = ---y;- m= I, ... ,M ... (34) 

be the data values (reduced concentration) at time 'rk 

from the M sampling sites at depths Zm (m = 1, .... M), 

and y. ( z ':1 ' T; ; ,!) be the corresponding calcu

lated values for a given form of F(a), where ~ is the 
vector of N parameters [for example, if Equation (29) 
is used, ,! contains Ko, y and n]. The objective functions 
to be minimized are: 

M 

~k (!) = L [ 
m~ l 

k = 1, ... , K ... (35) 

It should be noted that it is more proper to minimize 
K 

~ IjIk. However, the minimization of each IjIk 

k - l 
separately has the advantage that possible inadequacies 
of a model under consideration will be revealed througb 
a trend in the discrepancies between the various !k,oP/, 
resulted from the K independent minimizations. Accord
ingly, one should use the separate minimization of each 
IjIk to test the different forms of F(a) and the one step 
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K 

minimization of 2: I!Ik should be used for the com

k = J 
putation of !.oP/ for an accepted F(a). We will return to 
the latter method later on. 

For simplification, the index k is dropped for the 
time being but will be restored when needed. If we 
define 

"'m (a:) = Y~ -y* ( z ~, 't* ;!) m=l, ... , M 

... (36) 

Equation (35) can be written as : 

M 

Iji (a:) = >- ,p2 __ m ... (37) 

m = l 

We use the notation rp for the column vector of the 
M functions ,pm (a:) denned by EquatIOn (36), and rpT for 
its transpose. Equation (37) can be written (in vector 
notation) as 

... (38) 

By differentiation with respect to .= , one obtain 

a~ 'V 1ji = -= 2Jrp ... (39) 
o~ = -

where, J is the Jacobian 

[ 
~~: aa"':: ] 
~~~ ......... ~:; 

J = ... (40) 

Let.JT denote the transpose of J. It can be proven that 
= ~ 

V lji(~ + 6~ ):::::2J[,p+.JT .6~ ) = 2(Jrp+J J T 6 :_) = = =- = = 
... (41) 

For a given ~ , a better approximation to :opr, for which 
Iji( ~oP/) = min q" can be obtained from ~ + 6. ~ , 

x 

where, 

b.x = -(~ ~T ) -1 ~p. ... (42) 

If ;m are linear functions of ..=, Equation (41) is exact, 
and only one step is required for convergence to the 
minimum. The method often converges for systems 
which are non-linear, but the convergence is not 
guaranteed. For strongly non-linear systems (as the case 
is with the filtration system) a modification introduced 
by Levenberg (1944) should be used 

6.:" = -(J JT -XT)-l J rp ... (43) 
==- = =-

where, I is unit N x N matrix, and X a Lagrange multi
plier, ~o known as the Levenberg parameter. 

The phy ical interpretation of quation (43) is tbe 
following. Consider the point ~ in N-dimensi nal 
pace, and a hyper phere of radius, centered on·'C . A 

step 6.; starting from :_ and ending on tbe hyper
sphere IS taken toward XoP/' The function of the 
hypersphere i to confine the tep 6:", 0 that it will 
not lead away from !.oPI. Within the hypersphere tbe 
method treats the objective function as if,pm W re linear 
in.=._. The parameter X is introduced through the 
equality constraint 

1.6 ~ I = r ... (44) 
by forming the Lagrangian. '1. i related to r through 
the following equation 

r2 = 1.6~ II! = p'T -!_T (.!_!: - XQ-2 Jf ... (45) 

Solving Equation (45) for X in terms of r, and 
substituting into Equation (43) in order to obtain .¥ , i 
not justified in view of the fact that the computations 
are lengthy, and r is an e timate at any rate. Levenberg's 
original suggestion was to a sign a value to '1. directly. 
Wilde and Beightle r (1967) , however, point out that the 
value of r is easier to guess than that of X and suggest 
the maximum permissible value of r to be 

... (46) 

and ,is estimated as some fraction of rmax. For the 
present work it is suggested that 

r = ;~.. for tbe model given by Equation (28) 

... (47) 

, = ~~ for the model given by qualion (29) 

... (48) 

In the case of the model given by Equation (28), for 
r = 'ma" the search diverges. It is this fact that 
necessitates the use of the Levenberg modification of the 
G auss-Legendre method. This problem does not arise 
very often for the model of Equation (29). However, 
the Levenberg modification is used since It guarantees 
convergence for the proper X which is given as 

I J rp I 
X = - =

r 
... (49) 

This approximation usually leads to some I 6~ I , 
which is less than r. A better approximation can be 
obtained through iteration. Let X(O) and .6~ (O) be the 
values ofX and 6~ obtained as described. Form 

I 6.x (n) I 
X(n+l) = X(n) II = 0, I, 2, ." ... (50) , 

until 
cr ~ I b. a: en) I ... (51) 

where, cr is a specified fraction of r (e.g., 0.95 r). This 
iteration, proposed by Wilde & Beightler (1967), amo~nts 
to an iterative solution of Equation (50) In terms ot X. 
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At the minimum (hopefully the global minimum) 

lIt I =0 ... (52) 

This is the criterion for convergence to the minimum. 
In practice, the condition in Equation (52) is replaced 
by 

... (53) 

where £ is a specified small positive number (e.g., 10-6). 
It is n~t necessary to repeat the computation of X at 
each step. One may use the value of X obtained from 
the first step. 

In this work the value of f J at the first step is stored. 
Subsequent steps are taken with this initial 1'1 ' However, 
rmux is computed at each Gauss-Legendre-Lcvenberg 
step, and is compared to 1'1' If, at Some step, I'lIIax is less 
than or equal to 1'1' the step is taken without constraint 
(by letting X = 0). I.n .thls way, when th~ se,~rch comes 
with "sight" of the mlllimum, the constraint lOtroduced 
by Levenberg is relaxed. The step is taken according 
to Equation (42). 

The Gauss-Legendre-Levenberg algorithm (GLL), 
powerful though it is, requires a certain amount of 
computation, especially when numerical integration and 
differentiation are necessary. This, together with the 
fact that the form of F(a) may require 1'1 to be a small 
fraction of I'7»O X , may make it profitable to use a pattern 
search technique (PST) in combination with the GLL 
method . The PST is usually effective in direct search 
optimization problems. It requires a minimum amount 
of computation, while it reduces the value of the 
objective function considerably, each time it is Success
fully used. The first step i taken by GLL. Then the 
PST takes a tentative step in the same direction, from 
the new position. At the new tentative position the 
objective function is calculated. If the tentative step 
proves to be an improvement, it is adopted, and another 
tentative step is taken in the same direction. The length 
of the PST step is increased after each success by a 
certain empirical factor q, since successive SUccesses in 
the same direction make the latter increaSingly more 
promising. The value of this empirjcal factor has to be 
determined for each particular problem. In tbis work 
it was found that a satisfactory range is I < q < 2. The 
PST proceeds in the same direction with ever-increasing 
step, until it runs into a tentative po irion at Which the 
objective function has a value higher than that one at 
tbe exactly previous position. This last step i not taken. 
The GLL algorithm is used, instead, to provide a new 
step. The PST takes over in the direction of the GLL 
step. The GLL algorithm will be used more than once 
at a time, only if the first PST step fails to produce an 
improvement. Successive failures mean that either the 
contour lines are very twisted in thi region, or that the 
region of a minimum ha been reached. For this reason, 
if the GLL is called more than one time in a row, the 
search becomes more "cautious" by automatically 
reducing r by a certain factor (in this work by 2). The 
value of r is restored to the initial estimate f

J 
after the 

PST takes one successful step. Each time the qLl: is 
used the value of I J f I is checked. When the cfltenon 

expressed by inequality (53) is s~tis~ed, the c?mpu~ation 
is discontinued. The computatlOn IS also discontinued 
if the GLL is called more than seven times in a tow, 

since then even steps of the order of J~~ in the GLL 

step direction lead away from the minimum. 

As mentioned earlier, the minimization for a given 
form for F(a) should be performed with l: ljik as the 

objective function . Let us define 
k 

K K M 

Iji(! ) = 2: 1ji/.= 2: 2: [ 
k = 1 k = l m= J 

( )J
2 • • - . ~. -1/1' Tk , :... .. . (54) 

The vector of differences is 

( • -y* ( z· T· · X ) "') r ~l 1 I )'11 J' l' - I 
I I I I I · . ( z '" T·· '\ ' ) I I 
I Y,M - Y M' J , - I I I p= I I I I 
I • -Y· ( z; • . x) I I 
I Y/(I ,T

K ,,- I I I 
I I I : I 

Y· - y. ( • •. l') J l ~R J l zlv( , T K' -KM 

. .. (55) 

where, R = KM. The minimization of Iji can be 
performed in exactly the same way as for the case of 
each Iji" . The Jacobian in this ca e will be 

r ~~: .... ..... OC~R 1 
J= I : : I 

! . o ~~ O~R I 
l OXN QXN J 

.. . (56) 

The minimization technique described proved to be 
very effective for the problem considered. The CPU 
time for K = 6, M = 5 and for the two-parameter 
model given by Equation (28) is about 50 seconds in an 
IBM/360 digital computer (execution time ,...., 30 sec), 
when each IfIk is minimised separately. The number of 
step required t: r the minimization is usually in the 
neighborhood of 20. The ratio of the number of steps 
taken by the PST to that taken by the GLL algorithm 
is usually about I: 1. 

Longer CPU times are required for three-parameter 
models, mainly because of the required numerical 
integration and. differentiation. Fortunately, the 
integration of Equation (17), in many cases, can be 
performed analytically. The CPU time for R = 30 
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(K = 6, M = 5) for the three-parameter model given by 
Equation (32) is of the order of 240 sec (execution 
time", 220 sec). when the objecti e function is~ . The 
number of steps required for the minimization is in the 
neighborhood of 20. The ratio of the number of steps 
taken by the PST to that taken by the Gll algorithm is 
usually about 1:1. 

Two separate programs based on models of Equation 
(28) & (29) were developed·. They can very eaSily be 
modified for any model containing 2 and 3 parameters 
and by a straightforward extension can be adapted for 
models containing more than three parameter. 

3.3 Initiation of the Parameter Search 

To initiate the optimization and parameter search 
procedure, the model parameters have to be assigned 
with proper values. The selection of these values is 
discussed in terms of the two model expressions [i .e., 
Equations (28) & (2Y)], although the same reasoning 
can be adapted to other models as well. 

For the model given by Equation (28), the value of 
ct., and initial guesses for Ko and b are needed. 

(a) Value of IX: Since most of the filtration occurs 
in the beginning section of the column, a crude estimate 
of ex can be taken to be the value of y. for large bed 
depth. Letting =M be the depth beyond which the 
fi ltrate quality (i.e., value of y' ) remains essentially 
constant, one has 

at = y. 
JM 

An alternate approach is to assume that 

K 1" . ex = K L, YkM 
A ~ l 

... (57) 

... (58) 

where, as before, Y;M is the measured value of y* at 

ZM and 'tk· 

As to be expected, different values for Ko and bare 
obtained for the two different values of rJ. From the 
physical point of view, Equation (57) is more attractive, 
although Equation (58) leads to a slightly belter fit. 

(b) Initial Guess for Ko : In order to obtain an esti
mate for Ko, the filtration data for the initial period of 
measurement (i.e., y. versus z for smallest value of 'r) 
should be utilized. The estimation that follows does 
not depend on the particular form of F«(1) , since 
£«(1) c:: 1 for small times or 

K z. Ko ... (59) 

Also, for K = Ko, the integration of the filter equation 
yieldS 

y*( =., -r;) Z. y*(z·, 0) = ex + (1-«) c- z
• .. . (60) 

from which, one has 

Ko~ Uti. In (1 -ex) 
z [.1'·( .. ·,0) - exl 

Jt is rea on able to a sume thut y* (z:, , 0) ~ Y~ 1/1 

In = J, ... , M, or 

... (61) 

for 

Ko ~ ~ln (I-~) 

( )

111 = 1, .... M' .. . (6_) z". _ 
J'lm - ex 

where, M' is the number of duta point s for which 

( y;III- a.) :> O. 

For practical purposes the average vul ue should be 
taken 

/II{ ' 

K(O) = _!!!!!., ' 
" M L., 

J 1 

_ 1 UI _ (!-' _- _ex),--

zJ (Yj.l - IX) 
.. . (63) 

(0) 
The value K" obtained fr om Equation (63) is, in most 

cases, within 20-40 percent of K", " I}t . 

(c) Initial Guessfor b: N o fast simple method is 
available for an initial guess for h. H wever, the 
optimization technique is powerful enough thut thi s is 
not a major obstacle. In most cases, b is expected to 
be quite small. On the other hand, trial calculations 
with the program indicate rapid convergence to small 
values of b even if the initial guess is as large as 100. As 
a rule, one may use 

b(O) = 10 .. . (64) 

For the model given by Equation (29), the value of 
ct. and initial gues es for K(} , y. and n arc needed. 

(a) Value of IX : Equations (57) or (58) should be 
used if particulate matters in the suspension 
contain fractions of non·fiItrables. 

(b) Initial Guess for Ko : As before, K(O) can be 
obtained from quation (63). ., 

(c) Initial Guesses for y and /I : For (1 small enough, 
one can write the approximate relation 

(I + yU)- II z. I - ba .. . (65) 

Assuming that this relation holds for the first and 
second sets of data, one can minimize ~I and I}: sepa
rately. For initial guess of b, let 

b(O) = 100 .. (66) 

• These programs ar~ available upon direct request from the authors. 
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This minimization usually ~s very fast (CPU time "" 
25 sec). Let bopt be the average of the two values of b 
to which the search converged. In order to obtain y 
and N, one can use a one-dimensional Fibonacci search 
for n, with cjJ as the objective function. In the Fibonacci 
search for each n, the corresponding value of y can be 
obtained from 

bopt 
y=-n 

... (67) 

or more accurately 

3n- v9n"- 12boll t n(n- J )ac 6 
y = 2n(n-1)O'c ... ( 8) 

where, 

l-e- bOfJ1 '1'. 

ac = b 1 ,if "t'1 < 2 hr ... (69) 
opt 

The Fibonacci search converges consistently within 
a certain region. For this work it is suggested that the 
search be performed in the region 1 < n < 6. The 
objective function is not always convex within the above 
region. For this reason, if the Fibonacci search happens 
to diverge in a certain region in which the optimum 
value of n is expected to be, the search should be per
formed piece-wise in sub-regions. This provision is 
provided in the computer program developed in this 
work. 

When the method converges in the initial region, the 
CPU time for K = 6, M = 5 is "" 50 sec (execution 
time", 40 sec). The main weakness of the two-stage 
procedure described here for Ko, y and It is that it relies 
heavily on the first one or two sets of data. This is the 
reason why the results should be regarded only as good 
approximations to the optimum set of values of the 
parameters, and not as the optimum values themselves. 

Once the range of values of .1(." y and n is known, 
the two-stage procedure is not necessary any more The 
one-stage optimization of all parameters simultaneously 
can be used directly. This is shown in the illustrative 
example given below. 

4. Dlustrative Example 

Consider the following filtration data from which the 
model parameters are to be evaluated (Mehter 1967). 

Filter Bed : Granular Activated Carbon Darco 
20X40 

Particle Geometric Mean Diameter 
= 0.594 mm 

Filter Bed J.D. = 7.6 cm 
Filter Bed Depth = 130 cm 
Macroscopic Porosity, Co = 0.49 

Suspension : Clay (EPK) Suspension in Tap Water 
Suspended Particle Size: Non-Uniform 
41' < d < 401' 

Operating Conditions: Approach Velocity, 

14m = 496 cm/hr (2.034 ~:~ ) 
Feed Concentration, 

y, = 88 X 10-6 cm: (218 X 10-6 gm) 
cm gm 

Experimental filtration data USing darco 20 x 40 

Concentration ratio y. 

"-
"- 'I' (hr) 

"- ),0 2.0 6.0 9.5 13 .0 16.0 
z (em) 

" 0.0 1.000 1.000 1.000 1.000 1.000 1.000 

13.0 0.317 0.615 0.762 0.791 0.837 0.837 

33.0 0.098 0.128 0.214 0.372 0.535 0.581 

65.2 0.024 0.026 0.024 0.047 0.070 0.070 

102.8 0.000 0.026 0.024 0.023 0.023 0.023 

126.0 0.000 0.000 0.024 0.023 0.023 0.023 

The kinetic expression of Equation (29) will be used 
to describe the filtration behavior. Initial guesses of the 
filtration parameters were assumed as follows : 

(a) K~O) can be obtained using Equation (63) and 

the first data column in the Filtration Data Table : 

K(O) = 35.6 hr- 1 
o 

(b) An initial guess for yeO) n(Ol = bopt can be 
obtained by using the computer program based on 
Equation (28) and the first two or three data columns 
in the Filtration Data Table. In this minimization we 

take the value of K(O) to be 35.6 hr-1 and b(O) = 100 
o 

[see Equation (66)]. The optimal parameter values from 
the minimization of cjJl' cjJa and cjJa are as follows: 

"t' .1(." opt bopt 

1.0 hr 41.661/hr 0.73 
2.0 51.96 167.37 
6.0 54.48 80.30 

These results may appear confusing and to have a lack; 
of consistency. However, if one continues the search 
by using the next three sets of data of the Filtration 
Data Table, the trend of decrease of b for l' > 2 hr, (as 
well as the trend of increase of Ko) continues ror 
"t' > 6 hr. This suggests tbe inadequacy of the model 
F(a) =l-b. 
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The exceeding low value of bOPI for or = 1.0 he can 
be attributed to the fact that for the small flow rate, and 
the dilute suspension used in this rUD, the effect of (1 

(which is very small) on the value of K = Ko F(u') is 
negligible. Indeed, parameter search ba ed on data 
obtained under exactly the same conditions, except for 

a higher flow rate (3.141 ~:~). and higher feed con

centration (l90 x 10-6 ems/ems, or 470 x 10-6 gm/gm), 
did not exhibit this deviation from the trend of 
decreasing bOPI. This particular example wa used in 
order to emphasize that judicious interpretation of the 
computer output is necessary. Under these circums
tances, a better initial guess will be 

K(O) = t(41.66 + 51.96) = 46.8hr-1, 
o 

1'(0) n(O) = bopl = 167 

and not 

y(O) n(O) = i (0.73+ 167.37) = 84.05 

(c) With this information , ( K~O) = 46.8 hr-1 and 

bOPI = 167) , the Fibonacci search de cribed bee re can 

now be used in order to obtain 1'(0) and ,,(0). The earch 
is performed in the region (1,6) . The foil wing value 
are 0 btained : 

y(O) = 59.25 11(0) = 2.82 

The sum of the least quares (de ignated by ESQMIN) 
is 

ESQMIN = 0.04747325 

The standard deviation for this value of ljim ln is 

... IE QMIN 
s = 'V (30-3) = 0.0419 

(d) The values of Ko = 46. hr-1, y = 59.25 and 
n = 2.8! can be used a initial guesses for the one-stage 
minimization. The values of the parameter to which 
this search converges are 

Ko, opt = 50.47 hr- 1, y = 30.46, 11 = 5.095 

The predicted concentration profiles, )/* versus =, for 
various times based on these parameters are given in 
Figure I . For compari on purposes, the experimental 

I · Or----------------C~o-r~b-o-n-s~i-ze--: ~2~0~x-4~0~(~0~.5~9~4~m~m~)---------------------, 

Approach veloeit y: 496 em / hr (,2·03 9 pm / ft~ 

• >-. 
.~ .. 
o 
\" 

. . ~ -o 
I--c: 
~ 
c: 
o 
U 

o·g 

0 ·6 

Feed concentrot ibn: 88 x IOe crJ/cm3 

Calculated curves 

Ko ::50'47 hr-t 

r- =30·46 
t:\ = 5 ·095 

Experimental curves 
o 1·0 hr 

• 2·0 hr 
t::. 6.0 hr 
cr 9 ·5 hr 

• 13 ·0 hr 

• 16·0 hr 

Standard deviat ion ;0-0 405 

°OL---ILO--~--_i-=~~~~~~~7~0~~8~0~~9~0~~1~0~0~~IISO~~'2~0~~'3~O)l.14~O 
em 

FIGURE 1: Suspen9ion concentratlon distribution for filtration through 20 x 40 carbon bed. 
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data are also included in the figures with 

IjImln = ESQMIN = 0.04425633, 

A I ESQMIN 
s == 'V (30 - 3) = 0.0405 

(e) One-Stage Minimization Directly : The previous 
procedure would be necessary only if the order of 
magnitude of the parameters were unknown ; it was 
presented here only for purposes of illustration. 10 
practice, one can use directly as initial gues es 

K~O) == 35.6 hr-l, y(O) = 50, nlO) == 3 

for the one-stage minimization (i.e., with the use of the 
three-parameter computer program). The search 
converges to the following values: 

/G"OPi = 50.08 hr- 1, YuPt = 26.06, n "pt = 5.812 

with 

IjIt11/11 = ESQMIN = 0.04425775 

and 

A jESQMIN 
s = 'V (30- 3) = 0.0405 

(f) Discussion: The discrepancies in the values of 
tbe parameters and the va lues of ESQMIN, which the 
one-stage minimization, starting from slightly different 
initial values, produced, i.e ., those used in (d) and those 
in le). are accounted for by the fact that the search is, 
in practice, discontinued when the criterion expressed by 
Equation (53) is satisfied·. The exact criterion expressed 
by Equation (52) is not satisfied at these points, and it 
is questionable whether it can be satisfied at all consi
dering the fact that the computation of the p;ofiles is 
performed, at least in part , numerically. From 
continuity considerations it is expected that there exists 
a locus of points in the N-dimensional space, at which 
the criterion expressed by Equation (53) is satisfied. It 
is then obvious that starting from different points the 
search will be discontinued at different, in general, points 
of the aforementioned locus. One hardly needs to men
tion that the exact optimum belongs to this locus, too. 

Another observation of importance is the following. 
Despite the considerable difference between the values 
of the parameters obtained with the two-stage minimiza-

tion (K~O) = 46.8 hr- 1, rIO) = 59.25 aod n (O) = 2.82), 

and the ones obtained with the one-stage minimization 
(Ko,oPI = 50.47 hr- l, y = 30.46 and n = 5.095), the 
difference between the values of the objective function 
(0.04747325 versus 0.04425633) is not very large. It 
seems that the minimum lies in a four-dimensional, 
rather fiat, valley in which relatively large changes in the 
parameters (especially y and 11) produce small changes 
in the objective function. The sensitivities with regard 
to these parameters are rather weak. 

• In this case E ... 0.00005. 
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Nomenclature 

a = filtration parameter 

b = filtration parameter 

D = effective dispersion coefficient of 

ESQMIN 

F(a) 

g 

I 

suspended particles 

= the minimum value of the particular 
objective function 

= arbitrary function of a, such that 
F(O) = 1 ; [Equations (7) or (9)] 

= acceleration of gravity 

= index 

= N x N identity matrix 

j = index 

J = Jacobian matrix. [Equation (40): also 
Equation (56)} 

k = index 

K = filter coefficient ,Equation (9)]; also: 
number of {y* versus z} data sets 
available 

m == index 

M = number of sampling sites 
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YI 
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Greek Letters 

y 
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= empirical exponent [Equation (26). and 
Equation (29)] 

= empirical exponent [Equation (27)] 

= number of the parameter (including 
Ko) of the filtration model under 
consideration 

= radius of hypersphere [Equation (44)] 

= maximum value of r at a particular 
position [Equation (46)] 

= length of the first step taken by the 
GLL algorithm 

= standard deviation 

= time since start·up of filtration, that 
is. since the moment of first contact 
between suspension and filter bed 

= approach on superficial velocity of 
suspension 

= vector of the N parameters (including 
Ko) of the filtration model under 
consideration 

= volume fraction of solids in suspension 

= feed value of y 

= )lfy" reduced concentration of solids in 
suspension 

= experimental value of the reduced 
concentration at time 'rk, and depth z.,. 

= depth in bed 

= zKo/Um. dimensionless depth in bed 

= the non·filtrable fraction of the feed 
concentration, YI 

= ratio of the apparent volume of 
deposited matter to the actual volume 
of the deposit 

= filtration parameter [Equation (26)] 

= macroscopic porosity of the bed; also: 
a small positive number [Equation (53)] 

p 

a 

a, 

ubscripts 

= filter coefficient [Equation (6)) 

= filter c efficient [Equation (12») 

= den ity 

= specific deposit, or retention ; uctual 
volume of deposited particle per un it 
volume of filter 

= pecific deposit at zero depth. that is, 
at the top differential layer of the bed 

= critical value f [Equation (27») 

= 1- £0 =/UII1• corrected tim 

= TK" YI (1 - (1). dimen. ionless corre ted 
time 

= vector of difference between the 
experimental values of y., and the 
corresponding calculated values for a 
given time [Equation ('6)] 

= vector of differences between all the 
experimental value" of y*, and the 
corresponding calculated values 
[Equation (55») 

= Levenberg's parameter [Equation (35») 

== sum of the squares of the differences 
between the experimental values of 
y. , and the c rresponding calculated 
values for a given time TA [Equation 
(35)] 

K 

= L k, sum of the squares of the 
k ~ 1 

differences between all the experimental 
values of Y*. and the corresponding 
calculated values 

= refers to conditions at zero depth 

o == refers to clean bed conditions 

= designates a vector 

= = designates a matrix 

Super T = designates the transpose of a vector, 
or a matrix 
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Introduction 
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SYNOPSIS 

For both water resource studies and river management, knowledge of quality and 
quantity are important. Even in remote areas the quality of rivers can be as variable as 
the flow. Continuous measurement of quality and flow must, therefore, be undertakell 
if effective decisions are to be made regarding the storage and use of water. 

New techniques recently perfected in the United Kingdom enable flow to be measured 
continuously at sites which have previously been unsuitable for classical methods such as 
structures and discharge/level calibrations. The new techniques, which do not interfere 
with navigation,fish movement or water-level, use electronic methods to provide an output 
indication directly in conventional units. Water quality parameters are measured auto
matically to provide outputs which are displayed and recorded in the sam way as flow. 
Unattended operation is feaSible with date either being felemetered to a control centre or 
recorded locally. 

The application, operation and principles are presented and future developments 
discussed. 

The object of any study of water resources i to obtain 
reliable, statistically meaningful information about the 
quantity of usable water in a geographical area. 
The measurement of usable water cannot be made 
without reference to the way in which the water is 
to be used. For example, the quality of water required 
for irrigation is different from that required for drinking 
supply, This frequently require the continuous 
acquisition of information about both quantity and 
quality with the data pre ented in a form easily handled 
by the ubiquitas computer which can be used to under
take detailed analysis. This paper presents some of the 
new techniques which have been developed by the elec
tronics industry specifically to help those concerned 
with the management of water. Two techniques are for 
the measurement of quantity, whilst a third is for the 
measurement of quality. 

Rivers have, of course, been gauged using conven
tional techniq ues for many years. The frequency of 
measurement and accuracy of the gauging method used 
has depended on two factors. irstly, the application 
or use of the data and, secondly, the limitations of the 
river or canal itself. The electronic flow gauges were 
designed because, in the United Kingdom as in many 
other parts of the world, demand for good quality water, 
especially for indu trial and domestic use has been 
growing rapidly. Despite the famous nglish weather, 
it has been calculated that, apart from the island of 
Malta, England has less rainfall per head of population 
than any other European country. The gauges allow 
reliable measurements to be made on stretches of river 
which previously defied tradi tional methods; uch 
conditions are very low flow rates, bi-directional flow, 
the need for navigation and fish movement to be unim
peded, the presence of weeds, the control of the level 
by sluices and unstable eros -sections. The traditional 
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methods referred to for obtaining cootinuou 
measurements are those relying on a relationship between 
water-level and volumetric flow whether in the natural 
channel or past a man-made structure such as a weir or 
flue. 

The water quality monitor was likewi e designed to 
provide information which could not be obtained eco
nomically manually. The ninety-six samples taken 
each day provide a comprehensive picture of the river 
showing up both the natural diurnal variation and the 
pollution surges which frequently occur whilst noone, 
except au tomated equipment, is likely to be samplin~. 

Combined Monitoring tatioos 

Because of the importance of knowing the flow at the 
same point as quality, it i normal practice to combine 
the measuremcnt points wherever this is possible. The 
specific advantages of combining automated measuring 
equipment are obvious; avings can be made by the use 
of a single building with a single power supply and a 
common data Fecording unit, Operational benefits 
include thc reduced cost of maintenance and of data 
processing. 

The first part of the system is the measurement of 
quantity o r discharge defined as the product of the 
average velocity and the cro s-sectional area. Both of 
these are variables which mayor may oot be related. 
The cross-sectional area of many rivers is simply related 
to water-level whilst in others tbe bed shape is cons
tantly changing. In such rivers the velocity profile is 
likely to be irregular. However, at sites where the bed 
is stable it is usually possible to obtain repeatable velo
city profile and so to define, for a particular river level, 
a single depth at which the measured velocity is equal 
to the mean velocity of the river. This is the principle 
exploited by the ultrasonic flow gauge which has been 
developed in the United Kingdom. 

The Mea urement of Flow by Ultrasound 

(I) The human ear responds to vibrations of up to 
20,000 Hertz; frequencies higher than this are said to 
be ultra onic. The frequency used in the gauge des
cribed is 500,000 Hertz. 

(2) The operation of the gauge, which is designed 
to give an immediate output in cubic metres per second, 
is based on the fact that di charge can be calculated from 
knowledge of the average velocity and the cross-sectional 
area, and that this average velocity may be represented by 
the measured velocity in a single horizontal plane. The 
cross-sectional area of the water is defined by the form 
of the channel and the depth, and the depth of the 
horizontal plane is cbo en empirically so that the meas
ured velocity in thi plane is equal to the average velocity 
of the whole ohannel when the river is at its normal level. 

(3) The measurement of the velocity in the horizontal 
plane is made using ultrasonic techniques. The time 

for a pulse of sound to travel diagonally across the chan
nel is influenced by the average component of the 
velocity of flow along the path of th.e sound as well as 
by the instantaneous velocity of sound in the water. 
The gauge is made independent of the velocity of 
sound by transmitting short regular pulses in both 
directions across the channel so that the velocity of sound 
can be cancelled out during the calculation of discharge. 

FIGURE 1: Determination of streamft ow. 

If V is the velocity of flow parallel to the bank at a depth Y, 

Vp is the component of velocity along the sound pattl, 

L is the length of the sound path 

and C is the velocity of sound, 

the time taken for a pulse to travel from A to B is : 

L 
t1 = C+Vp ... (1) 

Similarly the time taken for a pulse to travel from B to 
A is: 

L '2 = C-Vp ... (2) 

thus. 
1 2Vp 

r;-t;=-Y- .. . (3) 

or . .. (4) 

Expression (4) does not contain the velocity of sound 
term C. 

also Vp = V cos e .. . (5) 

and combining (4) and (5) 

L (1 1) 
V = 2 cos 6 t;" - t; ... (6) 

(4) The layout of a typical ultrasonic flow gauge, 
such as those now in operation on the River Thames, 
is shown in Figure 2. It comprises two ultrasonic 
transducers, two transmitter/receiver interface units, 
a level sensor and two cabinets of electronics housed in 
an instrument bUilding. The transducers are moun
ted one at each bank on a slide assembly which allows 
its vertical position to be adjusted. The mountings are 
fixed to a suitable vertical surface such as a steel pile or 
a concrete pier so that the line between the transducers 



COMBINED WATER QUALITY AND FLOW MOr\ITORING TATION EMPLOYING NEW TECHNIQU 25. 

r
I 

I 
p--

TRANSMITTER/ 
RECEIVER UNIT 

TRANSDUCER 

."". 

.... " . . 

r 
r ,... ,.. 

--, 
\ 
\ 
\ 
\ 
\ 
\ 
\ 

.' ~ . 

INSTRUMENT BUILDING 
~ONTAINING CONTROL 8-
PROCESSING UNIT, DATA 
RECORDING 8. TRANSMISSION 
UNIT 

WATER LEVeL SENSOR 

r ,.. 
r r 

". 

o 
--~ 

TRANSMITTER! 
RECEIVER UNIT 

FIG RE 2: Typical Installation ultra onic flow gauge. 

makes an angle of between 300 and 60° with the direc
tion of flow. The slide assemblies enable the vertical 
velocity profile to be determined and thus the system to 
be self-calibrating. 

(5) The operation of the ultrasonic flow gauge j 
illustrated in Figure 3. A series of short ultrasonic 
pulses is transmitted by each transducer in turn. The 
transducers at botb banks act as receivers detecting the 
pulses emitted by the opposite transducer. Each 
receiving transducer controls the frequency of an 0 cil
Jator which determines the transmitted pulse repetition 
frequency for the opposite transducer. The period 
of the frequencies Fl and F2 in Figure 3 is adjusted 
to be a function of the transit time of the pul e across the 
channel. Thus the frequency of the oscillator controlled 

by the pulse travelling with the flow will be higher than 
that of the oscillator controlled by the pulses travelling 
again t the flow. The two frequencies arc then com
pared by the signal processing equipment and a diJT
erence frequency derived. This frequency is low enough 
to be treated as a series of individual pulses which may be 
counted. The time for which they are counted is 
determined by the cross-::ectional area of the channel. 
As the channel shape is a sumed to be constant ~ r any 
one site, the time window needs only to be adjusted to 
accommodate changes in the water-level. 

At the time of writing three such station~ were in 
operation with ten more stations planned in detail for 
installation in following months. The results of the 
first few indicate that for approaching 95 percent of the 
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FIGURE 3: System operation ultrasonic How gauge. 

time, the accuracy of the displayed (and recorded) data, 
in cubic metres per second, was better than 3.5 percent 
and that with an increase in the water-level of up to half 
the normal depth the accuracy of these data was still 
better than- II percent w •• hout any correction for the 
fact that the ultrasonic path was no longer at the depth 
repre enting the mean velocity. 

The optimum conditions for a gauge may be sum-
mari ed as being 

(i) A stable channel cross-section 

(ii) Freedom from weed growth and turbulence 

(iii) A limited range of water-level 

(iv) The ability to mount the transducer carriage 
assemblies vertically. 

Naturally not all rivers conform to the above speci
fication. Currently work is in progress to develop a 
more complex ultrasonic gauge with more than one 
measurement patl). This, it is hoped, will overcome the 
problem of the limited range of water-level and the need 
for a rectangular cross-section. However as the 
ultrasonic technique itself is limited by the first two 
con traints listed above, it is apparent that a second 
approach to the problem of flow gauging is required. 

The Mea urement of Flow by Electromagnetic Method 

(1) In 1832 Michael Faraday demonstrated that when 
water flowed through a magnetic field, a potential diff
erence could be detected across electrodes placed at each 
side of the channel. This electrical potential i pro
portional to the strength of the magnetic field and the 

average velocity of the entire cross-section of the channel. 
Obviously this latter relationship makes the electromag
netic technique a highly desirable one for gauging rivers 
and other large channels. 

[(2) In the last thirty years, a number of experiments 
have been undertaken using the earth's magnetic field: 
notable amongst these was the measurement of the flow 
through the Straits of Dover in 1953 and a series of 
experiments in the last few years along the coast of 
Holland. However. all these experiments were hindered 
by two factors- the weakness of the earth's magnetic 
field and the high level of electrical noi e which exists as 
a result of electrical power transmission, electric railways 
and even radio transmitter '. 

(3) Although these problems were overcome some 
years ago for the measurement of flow in pipes by 
applying large magnetic fields, they have only recently 
been surmounted for rivers. The solution has been to 
use a coil buried under the river together with sophis
ticated electronic signal processing technique to detect 
the signal in the presence of noise. Since the advent 
of low cost solid state electronics, a practical and reliable 
system bas been developed and is now undergoing the 
final stages of evaluation on rivers where traditional 
techniques had failed. The development which was 
started four years ago incorporates some ideas which 
have been used in previous experiments, some of which 
were the result of experience on a test channel, and some 
of which have been borrowed from other parts of the 
electronics industry. 

(4) A typical electromagnetic flow gauging station 
is shown in Figure 4. The gauge consists of a coil to 
generate the artificial magnetic field, two probes to 
detect the induced potential, four probes to assist in 
cancelling out the ambient noise and a water-level 
sensor. Additionally, there are further two probes to 
enable the conductivIty of the bed to be measured and 
a water conductivity measurement cell. All these 
items are connected to electronic equipment housed in 
a suitable riverside building. 

(5) Installation of the coil involves digging two 
trenches across the river and laying a plastic duct so that 
the cable may be drawn through to form a coil, rectan
gular in plan and trapezoidal in section. This operation 
can be undertaken. without the need for temporary 
dams, using a drag line excavator and divers. 

The two signal probes are placed just in the bank in 
line with the middle of the coil so that their ends are 
below the lowest point of the river bed. The four 
noise cancellation probes are placed two on each side 
of the coil to match the signal probes. The river bed 
conductivity probes are driven in, one on each bank, 
some distance back but in line with the signal probes. 

{6) The equence of operation is as follows: 

A direct current is switched twice per second 
through the coil so that the magnetic field is 
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FIGURE 4 Typical installation electromagnetic Row gauge. 

reversed. Each reversal causes the polarity of 
the induced electrical potential in the signal 
probes to change in synchronism. The associa
ted electrical signals can be as small as one 
microvolt in the presence of one hundred milli
volts of noise, and to recover the signal several 
special techniques must be used. Firstly, the 
random noise picked up by the signal probes 
can be partially cancelled by subtracting from the 
signal voltage the voltage picked up by the noise 
cancellation probes. Secondly, the fact that the 
polarity of the wanted signal changes syn
chronously with the current in the coil, enables 
further random noise to be rejected by use of a 
phase sensitive detector and, thirdly, the resul
tant signal is filtered using digital filters before 
being averaged and combined with information 
from the water-level and conductivity sensors to 
give an on site output of discharge averaged over 
15 minutes. 

(7) The advantage of the electromagnetic gauge is 
that it is insensitive to changes in the cross-sectional area 
of the river. This is because the cross-sectional area of 
the measurement is defined by the signal probes and not 
by the bed. Both theory and practice show that the 
signal detected at the probes is proportional to the 
average velocity for this area, and that if there is a build 
up of silt, it appears to the gauge much the same as 
stationary water. 

At the time of writing, one station was in operation 
whilst two others were being installed and surveys for 
further stations were being made. The results from the 
first station have been encouraging especially during the 

comprehensive eries of tests with various obstacles 
placed in the channel. 

Automatic Monitoring of Water Quality 

(I) Whilst quantity is a totally objective variable, 
quality i a largely subjective one. There arc at least 
one hundred chemical, biological and phy ical test~ 
which can be undertaken to determine the quality of 
water. Of the e some are analytical, such as the deter
mination of the concentration of a particular chemical. 
whilst others are simply indications of the efTect of 
pollutants. Obviously, it would be highly desirable to 
be able to monitor every substance that is likely to be 
present in water, but economic and technical considera
tions limit the field to about ten variables. 

(2) The basic requirements of sensing systems for 
use at remote sites are that they should provide an 
electrical output proportional to the variable being 
monitored and that they should work reliably without 
loss of accuracy for periods of up to at least one month. 
An added advantage is that a particular sen or should 
respond to only one variable. 

(3) Automatic monitoring of rivers began about ten 
years ago, motivated by the desi re to reduce man-made 
pollution and to obtain more information on how natural 
rivers behave. One of the first parameters to be moni
tored was that of the dissolved oxygen concentration, 
for thi not only indicates the possibilities for the river 
to support fish, but also the ability of the river to be self
purifying and so cope with additional pollution loads. 
The next parameter to be monitored continuously was 
that of turbidity. Turbidity, which is the measurement 
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of the transmission of light through the water, is a 
practical if not particularly accurate way of assessing 
the suspended solids load being carried by a river. 
Suspended solids are undesirable where water is to be 
pumped through a pipeline or allowed to flow slowly 
along canals, for apart from the scouring effect of the 
particles, the solids will settle and silt up the system. 

Having tried various simple configurations of sensors 
for these two variable, it was decided that multi sen or 
systems were required to extend the interval between 
service vi its and to collect all the data on one data 
logger. The variables chosen to be monitored in a 
standard monitoring station are: 

Dis olved oxygen 

Turbidity 

pH 

Conductivity, and 

Temperature 

The sensors, which have to withstand the environment 
and satisfy the criteria of low drift and minimum main
tenance, have been chosen from among those in current 
use in the process control industry. 

(4) Dissolved oxygen is measured using a Mackereth 
probe. This consists of a perforated cylindrical si lver 
cathode enclosing a porous anode. The cell, which is 
filled with saturated potassium hydrogen carbonate 
solution, is isolated from the external medium by a tubular 

Intunil 
Hy<l<.ullc 
CirCUit 

polythene membrane, ealed at each end by '0' rings. 
A thermistor is incorporated in the cell to compensate 
for the temperature coefficient of the probe. The 
oxygen partial pressure in the water sample causes the 
dissolved gas to permeate through tbe polythene mem
brane into the sol ution. lnside the cell the oxygen is 
reduced at the silver cathode surface, generating a 
galvanic current which is proportional to the concen
tration of dissolved oxygen. The operational range of 
the sensor is 0 to 200 percent saturation with an accuracy 
of ± 5 percent. 

(5) The turbidity ensor uses two light paths, one 
short and one long to minimise the effect of fouling of the 
optical surfaces. Turbidity is measured as the ratio of 
the light received by the two photocells. The measure
ment ranges are 0 to 100, 250, 500 or 1000 mg per litre 
(against a formazin standard) with an accuracy of 10 
percent of the calibrated maximum value. 

(6) The pH sensor which indicates the degree of acidity 
or alkalinity of the water contains two concentric 
electrodes, a glass membrane electrode sensitive to 
hydrogen ions, and a silver/silver chloride reference 
electrode connected by means of a porous ceramic plug. 
The potential difference between the glass and reference 
electrodes is proportional to the pH of the sample. 
The sensor has an operating range of 2 to 10 with an 
accuracy of ± 0.2 pH. 

(7) The conductivity sensor is a cyliodrical epoxy 
resin casting containing three concentric carbon rings. 

fxt.rnfl 
HytIrouli( 
Circuli 

FIGURE 5: System diagram water quality station. 
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To obtain a mea urement, an alternating voltage i 
applied between the outer (pair) and the inner electrodes. 
The resistance of the water sample, which is inversely 
proportional to the conductivity is detected by a high 
input impedance amplifier circuit. 

The conductivity range depends upon the sensor used, 
the lowest range being o. I to 101-' Siemens/cm and the 
highest 50 to 55 0001-' Siemens/cm with an accuracy 
of ± 2 percent of the calibrated maximum value. 

(8) The temperature is sensed by a precision plati
num resistance thermometer with a working range of 
_ 5°C to + 35°C and an accuracy of ± o. 2°C. 

(9) The sensors are placed in a specially designed 
clear plastic flow block which optimises the performance 
of the sensors and prevents the build up of silt or slime. 
The flow block can be fed from two sources via a fluidic 
valve. This valve which is operated by the pressure of 
the water at the inlets connects the flow block into one 
of two flow systems. (See Figure 5). 

The first of these systems allows water to flow from 
a pump in the river past the sensors and then back into 
the river. The second connects the flow cell to a pump 
inside the unit which circulates a cleaning liquid which is 
stored in a 10 litre container. 

(10) The sequence of operation of the station is as 
follows : the pump in the river i started every fifteen 
minutes by a clock mechanism. After allowing sufficient 
time for the sensors to stabilise with a representative 
sample the interface electronics are switched on and the 
information recorded . On completion of the recording 
cycle, the pump is switched off and the hydraulic systems 
drains. This results in the sensors only being subjected 
to contamination for about three minutes in every fifteen . 
Any contamination that does build up, whilst the sample 
is being pumped, is removed once a day by pumping 
from the internal store a mixture of a detergent and 
sodium hypochlorite. This cleans the surfaces and kills 
any algal growth. 

Nitrate Ion Concentration 

Chemical Oxygen Demand, and 

Organic Pollution Concentration. 

. ~12) Automatic .wate.T q~ality monitoring stati ns, 
Similar to that descnbed m thl paper, are known t be in 
operation in twenty countrie protecting water intake. 
preventing di charge of untreated effiu nt from fa . 
tories and as isting water resource and environmental 
improvement planner . 

Conclusion 

Electronic systems for the study and management 
of water are now an e tablished part of hydrol gy. 
Without electronics, everyday item su h as communica
tions system and computing facilities would not exist 
and hydrology would not have reached the advanced 
state that it ha today. 1t is only natural , therefore. 
that electronic methods should have been develop d 
which challenge and improve upon the tradi tionul 
techniques of measurement and urveillancc. 

The combined station and its component parts have 
already solved many of the operational problems or 
hydrology. In particular, the flow gauges offer a new 
degree of freedom to obtain information at the point 
that it i required , regardless of the fact that the veloci
ties may be too low to turn current meters r that weeds 
would foul their propellers, thus preventing the estab
lishment of a stage/discharge rating. 

Likewise, automatic water quality monitors have 
demonstrated unexpected variations in rivers and have 
provided a very firm data base on which to build pollu
tion models and future constructional plans. 

Having experienced for several year the benefits 
gained by close liaison between the water and electronics 
industries, it is only to be hoped that this can be con
tinued and progress maintained. 

(11) As indicated previously, the practical sensors Acknowledgements 
for automatic monitoring do not necessarily identify the 
cau e of a problem. Two approaches are, therefore, Acknowledgement is made to the Director of the 
possible. Firstly, to collect a sample for laboratory Department of the Environment, Water Data Unit, and 
analysis whenever the automatic station detects a value to the Director of the Water Research Centre for the 
beyond some preset alarm limit and, secondly, to inter- financial support during the development of the flow 
face more complex sensing units, accepting that they gauge . Thanks are also due to Mr. W. R. Loosemore 
will require more attention than the basic station. of the Atomic Energy Research Establishment, Harwell, 
Although it is not the purpose of this paper to describe who designed the ultra onic gauge, to Mr. J.D. Newman 
the operation, or use of these more complex systems, of Plessey Radar Limited, who designed the Electromag
it is worth mentioning that the basic station has already netic Gauge, and to Mr. R.W. Her chy of the Water 
been used to control and record the data from units Data Unit for his enthusiastic support and guidance. 
monitoring the values of: ~ Acknowledgement is also made to the Directors of the 

Plessey Company Limited for their permjs ion to 
Ammonium Ion Concentration publish this paper. 



260 GILLAM-SMITH 

Bibliograpby 

(I) HERSCHY, R.W. and NEWMAN, J.D. : "EI~tromagn~tic 
River Gauging." Proceedings of the SymposIum on RIver 
Gauging by Ultrasonic and Electromagnetic Met~ods, 
Water Research Centre and Department of tbe EnvIron
ment Water Data Unit, December 1974. 

(2) HERSCHY, R.W. and LOOSEMORE, W.~. : "The UI.tra
sonic Method of River Flow Measurement. Proceedmgs 
of the Symposium on River Gauging by Ultrasonic and 
Electromagnetic Methods, Water Research Centre a~d 
Department of the Environment Water Data VOlt, 
December 1974. 

(3) NEWMAN, J.D.; GREEN, M.J .. and ELLIS, J.C. : ."Ana
lysis of Gauging Result." Proceedings of the SymposIum on 
River Gauging by Ultrasooic and Electromagnetic Methods, 
Water Research Centre and Department of the Environ
ment Water Data Unit, December J974. 

(4) Plessey Radar Limited : 

The Ultrasonic Flow Gauge RSL 1603 

(5) Plessey Radar Limited : 
The Electromagnetic Flow Gauge RSL 1522 

(6) Plessey Radar Limited : 
The Land Based Water Quality Station RSL 1451 



The Potential Impact of Satellite Data-Relay Systems 
on the Operation of Hydrologic Data Programs 

Introduction 

D . W. MOODY 
Hydrologist 

U.S. Geological Survey 
National Center, Reston. Virginia 22092. 

SYNOP I 

D. M. PREBLE 
Electronic Engineer 

U.S. Geol(lgicaJ Survey 
Bay SI. Loui • MiSSissippi 39520. 

The development of satellite communication systems presents nelV opportunities to 
improve the performance characteristics of hydrologic data collection programs. Data 
telemetry, via a communications link from remote field sites to a cemral station, alerts 
the manager of a data collection program to possible malfunctions of remote station 
equipment. By dispatching fields crews to repair stations as soon as malfunctions have 
been detected, the manager can substantially reduce data losses that would be incurred 
lInder non-telemetered modes of operation and, thus, improve the quality and continuity 
of the station's historical record. Telemetry, moreover, has tire potential for redUCing 
the labor, travel, and costs of operating a hydrologic ne(ll'ork. 

This paper reviews the operation of a non-telemetered hydrologic data collection 
system alld identifies work elements which will be affected by telemetry. Estimated cos(.~ 
and the performance of non-telemetered stations are compared with those of stations 
telemetered via land-line, line-of-sight radio. meteor burst. alld satellite rommunicatioll 
links. It is concluded that the total costs of a large network of automatic hydrologic data 
collection stations whose data are transmitted via satellite to a central station are comp{lT
able to the total costs of a non-telemetered network. Because of their extensive 
geographic coverage, satellite systems will play an important part on tire design and 
operation of future water resource management systems and global environmental mOlli
toring programs. 

In July 1972, the launching of the Earth Resources 
Technology Satellite (ERTS-l) placed in orbit a Data 
ColJection System (DCS) that could relay data from 
field site instruments to ground stations. Over the past 
3 years, numerous experiments have demonstrated 
the technical feasibility of using sateUite-based data relay 
to provide real-time hydrologic data services. Moreover, 
these experiments have suggested that under certain 
conditions, the use of satelJite data-relay systems may 
not only reduce the funds and manpower needed to 
operate a hydrologic data program but also may 
improve the quality of the data. 

This paper briefly outlines the recent history of 
hydrologic data collection technology in the United 
States, describes several satellite and non-satellite real 
time data systems and program. , and describes thc 
potential applications and impacts of satellite data
relay systems on water resources datu programs. 

Existing Hydrologic Data Collection Programs 

Systematic stream gaging in the United States walo 
begun by the U.S. Irrigation Survey in 1888 under the 
direction of Major John Wesley Powcll(l) . Major 
Powell, who at the time was also Director of the U.S. 
Geological Survey, had a camp established on the Rio 
Grande at Embudo, New Mexico, to develop streamflow 
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measuring tccnniques and to train engineers in the art of 
stream gaging. From these early efforts to provide hydro
logic data for planning and designing irrigation projects 
in the Western United States, the Geological Survey's 
National Water Data Program has grown to encompass 
data from more than J 0,000 stream gaging stations, 
4,300 water quality stations, 880 sediment stations, and 
2,500 key wells. This program supports a wide range 
of Federal, State, aod local land and water-resource 
related activities including: 

- Management and operation of water resources 
projects 

- Planning and design of land and water resources 
development programs 

- Monitoring and assessing man 's impact on the 
environment 

- Water resources investigations and research. 

The techniques and methods u ed by the Geological 
Survey and other . ederal agencies in the U oited States 
10 collect water data are summarized and documented 
in a recent report by the 'Federal Interagency Work 
Group on Designation of Standards for Water Data 
Acquisition(I). 

Some of the significant milestones in the developmenL 
of the Geological Survey' National Water Data Program 
include: 

1954-DeveJopment of the servo-man orne tel' or 
bubbJe gage which greatly reduced the instal
lation costs of water stage stations by elimina
ting the requirement f r a stilling well. In 
addition, jt substantially improved the ability 
to gage streams with unstable beds(3). 

1958- Development of an analog-to-digital recorder 
(ADR) which records data in computer-com
patible format to facilitate direct entry of data 
into computers(4). 

1 961- 1ntroduction of water-quality monitoring 
equipment which provides continuous field 
measurements of certain water-quality para
meters such as water temperature, dissolved 
oxygeu, conductivity, and pH(5). 

1964-Establishment of remote computer terminals 
in selected field offices of the Geological 
Survey. 

1971-Introductibn of digital tape transmitters to 
transfer ADR punched paper tape data from 
field offices via telephone lines to the Survey's 
central computer faciUty(6). 

The e milestones reflect ~. trend of increasing capability 
and automl\tiQn ,of fieJcf instrumentation and increasing 
use of computer·s. ' 

Originally, all historical basic records were manually 

processed in field offices. Later, much of the data
processing work was centralized to take advantage of 
Jabor-saving automatic data-processing techniques. 
The most recent trend has been to place data-processing 
activities again under the control of the field offices by 
using computer terminals and digital tape transmitters 
to communicate with the central computer facility. 
Wnile these innovations have greatly reduced the time 
required to process records (a reduction from 6 weeks 
to less than 24 hours), tbe record are historical and do 
not reflect current hydrologic conditions. 

Real-Time Data Systems 

The availability of general purpose computers in the 
1960's accelerated the development of mathematical 
models for use in operating water resources projects. 
Commonly, flood warnings and the operation of flood 
control structures are based on forecasts of streamflow. 
In addition, hydrologic forecasts may be used to operate 
multipurpo e reservoirs, to sched ule hydro-electric 
power generation, and to operate water-supply and waste
treatment plants. While computer technology provides 
the computational ability needed to process large 
amounts of data to make and update flood forecasts or 
schedule reservoir releases in response to' current hydro
logic conditions in a river basin, the problem remains of 
how to acquire current observations of hydrologic 
conditions from many geographically scattered points 
within a short enough time period to make forecasts and 
op . ational decisions. 

Within the past decade, several real-time data systems 
have been established in the United States which reflect 
the growing demand for this type of data service : 

-The National Weather Service (NWS) has estab
lished 12 regional River Forecast Centers (RFC) 
which use reports from approximately 2,000 stage 

. stations. Stage reports and precipitation measure-
ments obtained by local observers or by automated 
land-line systems are used to make flood forecasts(1). 

-The U.S. Corps of Engineers, Northeast Division. 
uses VHF, UHF, and microwave radio equipment 
to transmit hydrologiC data from 41 points in New 
England to their Flood Control Center near 
Boston, Massachusetts. The data are used to 
operate about 70 dams and other structures in New 
England for flood control, hurricane protection 
and associated purposes(8). 

- The Columbia River Operational Hydromet 
Management System (CROHMS), a cooperative 
hydrometeorological data network supported by 
Federal agencies and power companies in the 
Pacific Northwest, utilizes data from over 750 
stations to make river forecasts and schedule 
hydro-electric power generation. 

In addition, numerous smaller networks of gaging 
stations and water quality monitors are supported by 
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State and municipal agencies and river basin commi sions 
to control water-supply systems and monitor water 
PQllution. , 

Land-line telephone systems are probably the most 
familiar form of data communications. The simplest 
form of a real-time data system uses a local observer 
who reads a river or reservoir stage and telephones the 
value to a central location where the forecasts and 
operational decisions are made. Where local observers 
are not available, encoders. which can be attached to 
water-level recorders, respond to a telephone caB to the 
station with a series of audible tones (beeps) that represent 
the coded stage value(3). Another approach is to 
transmit data over telephone or telegraph lines dedicated 
to the exclu ive use of the data collection agency. An 
automated central station periodically polls the remote 
sites for data. 

Line-of-sight communications using very - high 
frequency (VHF) or ultra-high frequency (UHF) radio 
links are often used in remote areas where land lines are 
not avaiJable. Tall radio antennas and repeater stations 
are usually necessary to relay data from remote sites to a 
central station, because local topography or the curvature 
of the earth limits the length of the line-of-sight commu
nications link. 

A potentially attractive alternative to land-based data 
acquisition system is the Meteor Burst Communications 
System(9). This system utilizes the ionized trails of 
meteors which form at altitudes of 80 to 120 km to 
passively reflect or re-radiate VHF radio signals and, 
thus, establishes a temporary communications link 
between a central station and remote sites. Because the 
frequency of meteors entering the atmosphere varies 
both annually and diurnally, it is estimated that a central 
station can expect to receive 12 (worsl case at 1800 
hours in February) to 400 (best case at 0600 hours in 
August) error-free, 100-bit mes ages per hour from 
remote stations assuming data transmission rates of 
2.000 bits per second in 50 millisecond bursts. The 
average annual waiting time for the reception of an 
error-free message is approximately 5 minutes. The 
system operates best for remote sites located between 
640 km and ] ,280 km from the central station and ha a 
maximum range of 1,900 km. The U.S. Soil Conser
vation Service is currently examining a meteor burst 
system for the collection of snow data in the Western 
United States. 

In summary, advances in hydrologic modelling and 
the development of water resources management tools, 
made possible by modern computer technology, have 
created a demand for real-time data services. Field 
instrumentation exist for a wide range of hydrometeoro
logical variables to meet these demands, although 
improvement in equipment standards, operational simpli
city, and reliability is needed(IO). Land-line networks, 

while based on relatively trople. time-tested chnolog. 
are subject to disruption during p ri d when the 
data will be needed most. e.g .. during hurricanes ~tnd 
torms. and tend to be prohibiti ely expen ive in remote 

areas where the u er may have to bear all in tallation 
cost. Line-of- ight radio ystem are co tJy to install, 
difficult to maintain, require tall. unae theti antenna 
tower. which are vulnerable to wind and lightening 
damage, and are ubject to poor quality radio trnns
mission owing to stormy weather or other forms of 
interference(ll). De pite these difficultie, line-of-sight 
radio sy terns have been exten ively u cd in remote and 
mountainous areas where land-line system are not 
economically feasible. The meteor burst communi
cation system. although untried as a mean oftelemetering 
hydrologic data, appear to be a ~ asible technique f r 
handling small amount of data from networks of 
approximately 500 tations. For be, t re eption the 
receive site must be placed from 640 to 1,280 km away 
from tJle stations being interrogaled and land lines 
must be used to transmit the data back to regional users. 
]t does not appear to be feasible for individual agencies 
to maintain their own receive sites. The relatively high 
costs of these ystems and the growing demand for real
time data services have led network planners to examine 
the feasibility of atellite data-relay ,ystems. 

atellite Data-Relay y tern 

A satellite data-relay sy tern is basically a line-of-sight 
repeater communication system in which the satellile 
tran ceiver relays dllla transmissions fr m 3 large 
number of remote station to one or more central 
tations. There are two types of satellile datu-relay 

systems currently being used to tran mit hydrologic 
data: the low-altitude or biting satellite system ~ such as 
the Earth Resources Technology Satellite ( • RTS) now 
referred to as LANDSAT- operated by the Nalional 
Aeronautics and Space Administration (NASA), and 
geostationary satellite systems such as the Geostationary 
Operational Environmental Satellite (GO S), operated 
by the National Oceanic and Atmoltpheric Administra 
tion (NOAA). 

ERTS-I, launched in July 1972, orbits the eanh about 
once every 103 minutes at an altitude of 900 km·. The 
orbit is nearly polar (87 degrees inclinalion) as well 31> 
sun synchronous to facilitate the collection of earth 
resources imagery- the primary miss i n of the ~atellite . 
The Data Collection System (D S) on board RT-I 
begins to relay data when both the specialized transmitter, 
known as a Data Collection Platform (D P) at Ihe 
remote site, and the receive site are s imultaneou ~ly 
visible to the satellite. The number of periods of ~im ul 
taneous vi&ibility per day and the duration of reach 
period are function of the latitudes and longil udes of the 
DCP and of the receive sites, and the elevation above 
the horizon that the satellite must reach before it is 

• LANDSAT, 2, the second satellite of the LANDSAT serie • was launched io January 1975, into a polar orbi t 13 dcgrce~ 
out-of-phase with ERTS-I. ERTS·I is now used as a backup to LANDSAT 2, but may be used to double the length of 
mutual visibility time. 
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visible to the antenna of either site. For example, 
assuming the receive site antenna can operate within 
5 degrees of the horizon, the satellite will be visible at a 
range of 2,680 km. Similarly, if the DCP antenna can 
operate within 1 S degrees of the horizon, then the 
satellite will be visible at a range of 1,900 km . Given 
the relative positions of the DCP and the receive site, 
the area of mutual visibility may be mapped, and the 
number of mutually visible periods and their durations 
may be calculated (Figure I). 

For DCPs located in the conterminous United States 
communicating with receive sites located in California 
and Maryland, the average duration of mutually visible 
periods is 9 minutes at least once every 12 hours, 
although two to three successive orbits during a 12-
hour period are capable of relaying data for most DCPs. 
The number of orbits visible to the receive site in a given 
12-hour period increases with latitude (Figure 2). 

ERTS-DCS is designed to relay at least one message 
from as many as 1,000 DCPs simultaneously in view of 
the satellite to accomplish this, a random access mode 
of operation wa cho en for the DCPs. Each DCP 
transmits a message of 38 milliseconds duration about 
once every 3 minutes. During transmission the DCP 
sends its identifier code and 64 bits of hydrologic 
information. 

The RTS-DCP is designed to be installed and 

Area simultaneous visibility lor ERTS-DCS (shaded 
area). Solid circles drawn about the DCP and receive 
site represent the maximum range at which ERTS is visible 
to the sile. During the period of time that the orbit of the 
satellite takes it over the shaded area, data transmission 
is realized. 

FIGURE 1: Definition of periods of mutual visibility . 
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operated by technicians with very little training in elec
tronics. Since each DCP transmits its message on a 
common channel at random relative to the other DCPs, 
interference between remote site transmissions is designed 
to be less than 5 percent. Furthermore, the user need 
not know the satellite's position, nor need he synchronize 
the station's reporting interval with other ncps. The 
technician just connects the antenna, sensors, batteries, 
and switches on the DCP (Figure 3), A simple radio 
frequency meter may be used to assure that the DCP is 
transmitting a signal. 

GOES Data Collection System 

In May 1974, the first GOES satellite was launched", 
GOES is a geostationary satellite which maintains a 
constant po ition relative to a point on the earth's equator 
at an altitude of 36,000 km. Present plans for the 
GOES system call for three satellites in orbit: one . 
satellite will be positioned at 70° W. Longitude; one 
sateWte will be at 1350 Longitude; and the third satellite 
will be located in between as an in orbit spare. In 
addition, a fourth satellite will be available on the 
ground for launch within 30 days of a failure of one of 
the satellites in orbit. 

Although the primary mission of GOES is the 
colJection of meteorological imagery, each satellite will 
contain a Data Collection System. Management of the 
GOES system is the responsibility of NOAA's National 
Environmental Satellite Service (NESS). NOAA's 
policy is to make GOES-DCS available to meet national 

• A second geostationary atellite in the GOES eJ'ies was launched in January 1975. 
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FIGURE 3 Artist conception of major components of ERT -GOFS DalJl Collection Platform ( /D p) stollC.' 
monitor slJIlion. Users supply sensors, antenna mount, and sheltcr to protect equipment. 

requirements for environmental data collection(12). 
System use must conform to NESS regulations and 
those of the International Telecommunications Union. 

Each GOES will provide a communications link, 
available 24 hours a day, for all DCPs within a 60 degree 
earth disc about the satellite's subpoint on the earth's 
equator. In contrast to ERTS-DCS, GOES-DCS 
operates in either an interrogate or self-timed mode. 
Present bandwidth management assigns 100 1.5-KHz 
channels for interrogatable DCPs and 50 3.O-KHz 
channels for self-timed DCPs. One hundred KHz 
capacity is reserved for spare channels. Because of its 
large UHF bandwidth allocation (400 KHz), GOES 
has a large data capacity. 

When operating in the interrogate mode, a signal 
can be sent from the NESS Command and Data 
Acquisition Site at Wallops Island, Virginia, to GOES 
which retransmits it on a single interrogation channel 
to all OCPs. The particular OCP addressed then 
transmits its message. Since the interrogate message 
requires about 0.6 seconds to transmit, a maximum of 
6,000 individual DCPs or groups of DCPs may be 
addressed per hour. If each OCP message requires 
about 15 seconds, then 240 OCPs can respond on each 

of the 100 channels allocated to interrogatable 0 Ps 
each hour for a total of 24,000 bils per hour. 

In the self-timed mode of operation, each OCP i!> 
equipped with an accurate clock which periodically 
commands the OCP to tran mit a message. The number 
of DCPs per channel is dependent upon the accuracy of 
the timer. Assuming a clock which is accurate within 
± 30 seconds per year and a IS-second message, 0 Ps 
should be scheduled to report at minimum intervals of 
45 seconds in order to avoid interference with one 
another's transmission. Therefore, each of the 50 
GOES channels allocated to self-timed operation can 
handle a maximum of 80 OCP reports each hour for a 
total of 4,000 ites per hour. . 

An additional characteristic of GO S-OCS is its 
requirement for a moderate gain antenna which must 
be pointed at the satellite. Figure 4 shows the approxi
mate azimuth and elevation of the OCP's antenna 
pointing at a geostationary satellite located at an arbitrary 
longitude at the earth's equator from various OCP 
locations. Note that at higher latitudes, the elevation 
angle approaches the horizon increasing the probability 
that the line-of-sight path might be blocked by local 
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topographic features. Minimum antenna elevation 
angle defines the maximum communication coverage of 
a geostationary satellite. 

Data Collection System Experiments 

Between 1967 and 1969, river stage and rainfall 
data from three stations in Arkansas, California, and 
Oregon were transmitted via NASA's· Applications 
Technology Satellite (ATS-I) to NWS offices in Mary
land(lD). These small-scale experiments first demons
trated the technical feasibility of using a satellite-base 
data collection system to transmit real-time hydrologic 
data as part of NWS's river and flood forecast and 
warning services. NWS proposed that such a system 
could form the basis for a national data collection system 
to serve the needs of water resources managers(1'). 

After thc launch of ERTS-J, ten moderate-scale 
experiments were conducted during the 1972-74 
period(15). These experiments included : 

- U.S. Geological Survey, Pennsylvania- water stage, 
water quality data, and ground water levels from 
24 sites in Pennsylvania and New Jersey reported 
daily to local officials. 

- U .S. Geological Survey, Florida- water stage, 
water qua]jty data, and meteorological data from 
20 sites used by local water management agency 
and as an aid to interpret concurrent earth 
resources imagery. 

-Canadian Water Survey- installed nine DCPs at 
widely scattered points in Canada to assist in 
managing water data network. 

- U.S. Corps of Engineers- river flows, reservoir 
levels, and meteorological data collected at 25 
sites in New England to provide information for 
operating flood control structures. Stations were 
integrated into the existing 41-station Automatic 
Hydrologic Radio Reporting Network referred to 
earlier in this paper. 

- U.S. Geological Survey-seismic event counters 
and tiltmeters used to monitor volcanoes at 16 
widely scattered sites including Alaska, Washington 
California, Hawaii, Guatemala, Nicaragua, San' 
Salvador, and Iceland, which effectively demons~ 
trated the world-wide monitoring potential of 
satellite data collection systems. 

The experiments with ERTS-1 have generated consi
derable enthusiasm among the users of the DCS 
particularly in those agencies which were planning 
extensive investments in real-time data systems. The 
launch of GOES in May 1974, however, presented a 
quandary for the potential users as to which system to 
use. 

The solution lay in the fact that both the ERTS
and the GOES-DCP have a large number of common 
subsystems. The most significant differences are the 

antenna design and the accurate clock needed to 
synchronize the GOES-DCP data tran mi sion . 
Therefore, the Geological Survey ponsored the deve! p
ment of the ERTS-GOES Convertible Data ollection 
Platform (C/DCP). The GOES interrogate mode of 
operation was not included in C/DCP becau e the 
GOES-DCP developed by NWS already had thi 
feature ; an interrogatabl D P co ts 1 .5 to 2 times a. 
much as self-timed DCPs ; power con umption is about 
four times greater than the self-timed mode ; and 
increa ed complexity of the DCP increases maintenance 
difficulties and decrea e reliability. In the process of 
development, many improvements were made to the 
original ERTS-DCP including interfacing lhe D P 
with a 384-bit memory which permit up to six 64-bit 
sets of previou ly ob erved data to be stored for latcr 
transmissjon. The Survey, in cooperation with the 
U.S. Corps of ngineers, has re ently purcha ed 180 
C/DCPs to evaluate the impact of telemetry on hydro
logic data program operation . 

Impact of Telemetry on Hydrologic Data Program 
Operation 

The ":lost obvious imp~ct of data telemetry is to make 
data avaIlable on a real-tIme or near real-time basis to 
~sers . De.mand for such data services is increasing 
In the UDlted States, although the magnitude of the 
demand and its relation hip to cost is difficult to e timate. 
Of c~nsiderable concern to a ~ata collection agency is 
the Impact data telemetry might have on its own 
internal. operatio~s. .How will a shift from providing 
predominantly hIstOrical data on an annual basis to 
providing current records on a daily or more frequent 
basis affect the utilization of available resources and the 
quality of the basic records? The analysis of impacts 
will proceed in four parts : 

- Overview of data program operations 

- Discussion of record quality and station failure 
rates 

- Comparison work elements 

- Comparison of the performance of alternative 
systems and co ts 

Overview of Operating Procedures 

As part of the work associated with operating a 
network of gaging stations and water-quality monitors, 
technicians periodically visit the field sites to make sure 
that the station is operating satisfactorily, to perform 
minor maintenance on equipment, to make discharge 
measurements and calibrate water quality sensors, and 
to collect field recorded data. The frequency of gaging 
station visits depends primarily upon the stabi lity of the 
stage-discharge relation. The more frequently the 
relation shifts, the more frequently discharge measure
ments must be made in order to maintain the accuracy 
of the discharge calculations which are made on the 
stage record. Most streams in the u.S. are gaged at 
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6-week intervals or about nine times per year. The 
frequency of visits to stage/monitor stations is controlled 
by the reliability of the water-quality monitor equipment. 
Existing equipment generally requires servicing at 10-
day intervals to avoid excessive loss of record. 

Usually, the technician is away from his office up to 1 
week at a time, travelling from one station to another in a 
predetermined sequence. The travel time between 
stations will vary depending upon the distance and 
condition of the road. In addition to periodic trips, 
several major maintenance trips are scheduled during 
the year, as well as unscheduled trips to measure flood 
flow. This kind of maintenance routine is called 
periodic maintenance. 

The operation of a telemetered network is consider
ably more flexible because the program manager knows 
at any given time which stations are not operating pro
perly and which stations are experienciog extreme events. 
Thus, he can schedule repair trips as the need arises and 
schedule discharge measurement trips to coincide more 
closely with the occurrence of extreme events or with 
periods when the stage-discharge relation is most likely 
to shift. This kind of maintenance routine is called 
service-when-failed maintenance. 

Record Quality and Station FaUure Rates 

Errors in computed daily discharge records are attri
buted to three major sources: 

- Loss of record or erroneous measurement owing 
to malfunctions of sensing of recording equipment. 

- Backwater conditions caused by ice or other 
obstructions, either in the channel or on the 
station's control. 

- Alterations of a stream channel's geometry caused 
by erosion and sedimentation. 

Water-quality record errors are primarily due to sensing 
and recording equipment malfunctions. 

The ob erved frequency of station failures depends 
upon the type of station equipment, the frequency of 
station visits, and the operating environment. Data 
based on the performance of 600 surface-water gaging 
stations located in several parts of the United States 
suggest that float-stage gages tend to fail an average of 
0 .6 times per year and bubble gages tend to fail about 
I . 2 times per year given station visits at 6-week intervals. 
About 70 percent of the float gage and 30 percent of the 
bubble gage failures are caused by malfunctions of the 
digital recorder or the electromechanical clock which 
controls the recorder. Once a station fails, the amount 
of record lost depends upon the length of time which 
passes before the next station visit. As uming that the 

time to failure of the data collection system follows a 
negative exponential distribution function, the expected 
downtime of the system can be expressed as a function of 
the system's failure rate (number of faiLures per unit 
time) and the length of time between station visits. For 
example, given failure rates of 0.6 and 1.2 and a periodic 
inspection interval of 6 weeks, the expected loss of 
record would be 3 .4 percent and 6.6 percent respecti
vely [Figure 5(a)]. The observed loss of record for 
surface-water gaging stations in the United States 
averages about 4 percent. 

Water-quality monitors, serviced at intervals of to 
days, experience failures at the rate of 15 to 30 events per 
year. Failure of the monitor'S submersible pump 
accounts for about 50 percent of the malfunctions; 
sensor fouling or failure 25 percent ; and electronics 
failure, 25 percenL Observed loss of record- runs about 
20 to 30 percent. 

Under a service-when-failed maintenance policy for a 
telemetered data network, the loss of data at a station 
depends upon the number of stations in the network, 
the number of technicians available to service stations 
when they fail, the statioo failure rate and the technician's 
station service rate (the average number of stations which 
one technician can repair in an 8-hour day). As stations 
fail, the program manager dispatches technicians to the 
field to repair the stations. At times queues of stations 
develop because the technicians are unable to keep up 
with the workload, and data will be lost. A mathe
matical model, which describes this queuing problem, 
has been described by Panico(18)*. 

The results of the queuing model suggest that one 
technician can operate 100 surface-water gaging stations 
with average record losses of less than 2 percent if he can 
service stations at the rate of 0.5 stations per S-hour day 
[Figure 5(b)]. Similarly, five technicians can keep 100 
water-quality monitors operating with less than 10 per
cent record losses if they can each service 1.0 to 1.5 
stations per S-hour day [Figure 5(b)]. While the 
technicians would need to be available for field work, 
they would not necessarily be in the field aU the time. 
For example, if three technicians were assigned to 
operate a loo-station stream-gaging network having an 
average failure rate of 1.0 events per year and a service 
rate of 0 . 5 stations per day, the probability of each 
technician being in the field on a given day would be 
O. IS. Record losses under the e conditions would 
average about 0.5 percent. 

Even though telemetry will reduce record losses and 
the manpower required to maintain a station, field visits 
still have to be made to calibrate the stage-discharge 
relation and water-quality sensors. Unfortunately, few 
studies have been made of the relation between the 
frequency of discharge measurements used to define the 
stage-discharge relation and the errors of computed 

• Mathematical development of the periodic maintenance model and the service-when-falled maintenance model is available 
from the authors upon request. 
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discharge records. Some streams are very stable and 
require very few discharge measurements to maintain 
record accuracy. On the other hand, alluvial streams 
may need to be measured quite frequently to maintain 
a given level of accuracy(17). Telemet~y, hO'rever, 
permits the mana~er of a data collectIon program 
considerable flexibility in allocating and scheduling his 
manpower resources to meet network accuracy objectives. 
For the purpo e of this analysis, it is assumed that the 
increased flexibility ;n scheduling field trips will permit 
the annual number of discharge measurements per 
station to be reduced from nine to five per year. 

Work Elements 

Figure 6 compares the estimated manhours spent On 
major work elements to operate non-telemetered and 
telemetered gages and stage/monitor stations. Non
telemetered time estimates are based on a survey of 40 
Geological Survey districts and reflect nationwide 
averages. The telemetered time estimates are computed 
on the basis of assumptions about the impacts of a . ervice
when-failed maintenance policy and the feasibility of 
utilizing computers to automatically screen and check 
data- operations previously done manually. 

The stage station is assumed to fail once per year and 
the stage/monitor, 20 times per year. Periodic main
tenance (non-telemetered operation) calls for servlcmg 
the stage station at 6·week intervals and the stager 
monitor station at 10-day intervals. Nine discharge 
measurements are made per year. Service-when-failed 
maintenance (telemetercd operation) assumes a reduction 
of di charge measurements from nine to five per year and 
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a technician service rate of one station per day. In 
addition, it is assumed that tbe use of computers will 
substantially reduce the office time spent checking dis
charge records against those of other stations. 

The time required to make a scheduled field trip to 
and from a station averages about 2 hours per trip since 
a number of stations are visited over several days. The 
travel times in Figure 6 assume that unscheduled trips 
require 3 hours per trip. Telemetry reduces the total 
number of field trips but increases the number of 
unscheduled trips because of the service-when-failed 
maintenance policy. If the unscheduled trips take more ' 
than 3.5 hours per trip, then the travel time for the 
telemetered stage/monitor station would be greater than 
that for the non-telemetered station, and the net 
reduction in manhours would be less. Similarly, an 
improvement in the reliability of the monitor, which 
reduced the failure rate from 20 to 10 events per year, 
would reduce the total number of manhours needed to 
operate the llon-telemetered stage/monitor from 44S 
to 348 hours and the telemetered station from 315 to 
267 hours. The net savings attributable to telemetry 
would be reduced from 130 to 81 hours. 

In summary, telemetry is estimated to save on the 
average about 30± 4 manhours per year in the operation 
of a stage station, and about 130±23 mallhours per year 
in the operation of a stage/monitor station. 

Comparison of Performance altd Costs 

The average annual total system costs (1975 U.S. 
Dollars), computed as the sum of equipment costs and 
the present value of 10-year operating costs (assuming an 
8 percent discount rate) averaged over the 10-year period, 
of non-telemetered and telemetered stage and stagel 
monitor stations are compared for alternative systems in 
Table I aod in Figure 7. Labor costs are assumed to 
range from $7.50 per hour for technicians to S12.80 
per hour for engineers. Travel costs are based on 
SO . 10 per km for vehicle operation and $25 per day for 
per diem. Central receive site equipment and operating 
costs are averaged over 100 stations for land line and 
line-of-sight radio systems, 500 stations for the meteor 
burst system, and 3,000 stations for satellite systems . 
The costs do not include installation of a cableway 
from which to make discharge measurements nor do they 
include administrative costs. 

The costs of the leased-line system and the line-of
sight radio system are very sensitive to the geographic 
distribution of stations and local terrain . These systems 
are most suitable for small networks (less than 100 
tations) with limited geographic coverage. Because of 

their relatively high cost compared with the meteor 
burst or satellite alternatives, and their vulnerability to 
storm damage, both are eliminated from further consi
deration. 

The LANDSAT/GOES appears to be the least costly 
of the telemetry options considered if no communication 
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TABLE 1 

Comparison or performance and costs of .lte~tive telemetry sytlem . 

Annual average 
system cost Remote 

Alternative (1974 U.S. Dollars) Station 
Capacity 

Stage Stage/Monitor 

Non-telemetered $1,620 $5,100 NA 

Leased-line 52,920 56,010 ....... ]00 

Line-of-sight 53,100 $5,720 ........ 100 
radio 

Meteor burst 52,300 54,920 400-1,000 

Frequency Timely 
of Acccssability 

Reporting of other u ers 
to data 

..... 6 weeks Poor 

Hourly or on Fair 
demand 

Hourly or on Fair 
demand 

Hourly or on Fair 
demand with up 
to 20-minute 
delay 

Remark' 

Only historical record 
available. 

Land-lines vulnerable to 
torm damage. 

Radio antenna towers 
and repeater stations 
vulnerable to storm and 
wind damage ; signals 
subject to 
interference. 

atmospheric 

Communication link 
based on natural pheno
menon. 

LANDSAT/ 
GOES 

$1,860 54,480 3,000-10,000 12 hrs (LAND- Excellent Possible catastrophic 
failure if only one satel
lite is used in system. 

plus SAT). Hourly 
or on demand 
(GOES) at ad
ditional cost 

--------------------------------------
Commercial $2,530 $5,150 10,000 
satellite (2 satellite 
system) 

changes arc levied against the users. Using this method 
of data-relay, a stage tation would cost an average of 
5240± 30 per year more to operate than a non-telemetered 
station·. On the other hand, the stage/monitor is esti
mated to cost $620± 170 per year less to operate than the 
non-telemetered station. The meteor burst system also 
appears to be a viable choice for telemetry systems 
which will carry small amounts of data gathered from 
medium-sized networks (400 to ],000 stations). It 
appears doubtful, however, that the system could handle 
the daily volume of hourly (or more frequent) obser
vations from a network of 3,000 or more stream gages 
and water-quality monitors projected for the United 
States . 

] .6t03hrs. Excellent Very Jow risk of cata
strophic failure. Per
formance may degrade 
from reporting every 
3 hr to reporting every 
6 hr~ should one 
satellite fail. 

As noted above, the LANDSAT/GOES cost data do 
not include the cost of the atellite. This is because 
both the LANDSAT and GOES satellites have imagery 
acquisition a their primary mission with D S as a 
secondary function . Thus, it is very difficu lt to estimate 
the "fair share" of DCS. Furthermore, tbe satellite
DCS capability already exists, and it is being under 
utilized. 

A commercial satellite DCS consisting of two low
orbiting satellites could provide world-wide coverage at 
intervals of about 1.6 hours with occasional skips of 3 
hours several times a day. A proposed commercial 
system, modelled after the LANDSAT-DCS, could have 

• Uncertainty in costs re6ects only that associated with labor costs. 
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FIGURE 7: Compari on of IO-year average IInnual system operating costs (or stage/monitor and stage station . 
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TABLE II 

Staee station Stage/Monitor 
Item 

Noo-telemetered LANDSAT/GOES Noo-telemetered LANDSAT/GOES 

Average annual total cost $1,620 $1,860 S5,100 $4,480 

A verage annual operating cost $1,160 $1,150 $3,760 $3,250 

Equipment costs $4,600 $7,030 $13,400 $12,300 

Annual .Iabol' (manhours) 120 hrs 90 hrs 445 hrs 315 hrs 

Annual travel (kilometres) , 1,100 km 820km 3,940 km 3,500 km 

Expected record loss (perCent) 4 % <1% 20% <10 % 

Historical record accuracy Improved Improved 
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a capacity of relaying data from up to 10,000 station 
simultaneously visible to the satellite and the receive site. 
The same channel space may be used in many 
different visibility areas . Ten communication channels, 
each with a capacity of 1,000 stations, may lease for 
approximately S 1 million per year. At full capacity, this 
amounts to $1,000 per station-year and would increase 
the 10-year present value of LANDSAT/GOES sy tem 
costs by 56,700 or an average of $670 per year. If these 
costs are shared by users in more than one geographic 
area, they may be substantially reduced. 

Low-cost receive sites (about $50,000 per station) are 
also under design as opposed to the $210,000 co t used to 
calculate equipment costs in Figure 7. D evelopment of 
low-cost receive sites will greatly increase the utility of 
the data-relay system by making it economically feasible 
for users to directly receive data rather than waiting for 
it to be distributed over land lines from the data 
collection agency's computer facilities. In all the non
satellite telemetry options, the user would have to rely 
on the data collection agency to periodically distribute 
the data by conventional means. The average costs and 
impacts of using LANDSAT or GOES to relay data 
from a u.S. Geological Survey water stage tation and 
from a combined stage and four-parameter water-quality 
monitor sta tion network arc summarized in Table JI. 

Conclusions 

We have attempted to demonstrate the potential 
benefits of telemetered data to the manager of a hydro
logic data network in terms of decreased operating costs, 
reduced manpower, less travel, less record loss, and 
improved record accuracy. Of course, the data user 
also benefits from having access to the water information 
within a few hours of its collection. 

At current (1975) prices, the use of the LANDSAT/ 
GOES system option to acquire near real-time stage 
data will cost about $240 more per station-year than 
non-telemetered station operation. However, cost of 
electronics equipment is rapidly decreasing. For 
example, the development of microwave integrated 
circuits and the introduction of large-scale integration of 
electronics components is expected to reduce the cost of 
LANDSAT/GOES-DCPs from $2,700 to $ 1,500 in 
quantities of 1,000 within a few years. On the other 
hand, the cost of Jabor and travel is rapidly increasing 
network operating costs. These trends should increase 
the attractiveness of investment in satellite data-relay 
systems in the years to come as a fundamental tool in the 
development of national, multinational , and global 
environmental monitoring and resource management 
systems. 
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Remote Sensing in Hydrogeological M apping 

Introduction 

(WITH SPECIAL RESPECT TO INDIA AND CANADA)· 

G.OZORAY 
Research Officer 

Alberta Research, Edmonton, Atbena, anada. 

SYNOPSIS 

The remote sensing techniques most suitable for hydrogeological mapping are reftected 
light (both visible and infrared) and thermal imaging from aircraft and spacecraft. 
(Conventional air photography is excluded from the present paper). Examples of appli
cation are mostly drawn from Southern India and Alberta, Canada. 

Large, scale imagery may be used for solving local problems and carrying Ollt detailed 
investigation. Thermal images show ground water discharge forms, such as diffuse 
discharge (linear or areal seepages) or submerged springs, which are not of tell visible on 
conventional air photographs; differences in moisture content of soil or rock outcrops 
are also discernible. Obtaining large-scale imagery is costly, mainly special projects 
may afford its use. 

Regional hydrogeological mapping can use small-scale images, representing extensive 
areas, taken from spacecraft (being either conventional photographs or scanner 
images), available at nominal cost. 

The best source of space imagery for hydrogeological mapping purposes is the first 
Earth Resources Technology Satellite (ERTS-J) which has a polar orbit and repeats its 
observations every 18 days. ERTS-J has a Multispectral Scanner System which images 
in the green, red, near-and far-reflected infrared spectral bands. 

Phenomena useful for hydrogeological mapping and discernible from space imagery 
are: general topography and hydrography; surface geology, including the extent of 
surficial aquifers; surface expressions of tectonic and ateetonic structure; morphology 
which often controls special ground water phenomena; fine texture of local orography 
usually not shown on topographic maps; vegetation and soil types ; distribution of marsh
lands. 

Use of images of the same area taken in different seasons and application of color
enhancement can facilitate better interpretation. 

Remote sensing interpretation must be checked on Ihe ground (ground Irllth) . 

The purpose of this paper is to investigate the use and 
applicability of remote sensing in hydrogeologic mapping 
thro'lgh theoretical considerations and case histories. 
Examples of application are drawn preferably from India 

and Canada because during recent years the author has 
worked in the e countries. 

Remote sensing is defined by Gregory(1) (p. 33) as 
"the aerospace practices of surveying the ultraviolet, 
visible, infrared and microwave radiations emitted and 
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reflected from the surface of the Earth." 

A hydrogeological map by my definition "represents 
ground water conditions in their geological context"('), 
(p. I-a 2); see also discussion by an~ rer.ly to M. 
Bardhan :(2), (p. 2-12- J 3). The expressIOn hydr?ge.o
logical mapping" is used in the present paper lD Its 
broadest meaning and includes the process of ob.ser
vation and testing of relevant phenomena, collectl?n, 
evaluation, interpretation of data, and actual constructIOn 
of maps. 

The application of remote sensing is manifold and 
quite inter-disciplinary. For ex~mple, far re~o~ed 
sensors call delineate the light reflectIon and heat emISSion 
properties of the vegetation which are related to soil 
moisture(S). Such applications are not only useful in 
many ways, but al 0 eyecatching(4). Connectio~s ~ith 
such fast developing technologies are telecommunicatIon 
or spacctravel gave remote sensing a "modern" and 
"miraculous" appearance in the eyes of the gen.eral. and 
professional public. Moreover, because of .ltS .Inter 
and multi-disciplinary character, remote senslOg IS an 
ideal tool for environmental observations-whatever 
that broad but shapeless concept may cover. There 
was, for in tance, a whole series of symposiums on the 
"Remote Sensing of Environment" (see Ref. 3). The 
word "environment" and its derivates are quite in 
fashion now-a-days- they used to be a fad in the near 
pa t. The popularity of remote sensing was enhanced 
(for better or worse) by its name being connected with 
that of the environment, because our thoughts are 
shaped to a great extent by the words we express them 
as it is so lucidly elaborated by Orwell in the "Nineteen 
Eighty-four"(b). 

Although there is an exaggerated anticipation towards 
remote sensing and it is over-valued, it has already 
proved to be very useful in the earth, water and atmos
pheric sciences and its further application for those 
fields (including hydrogeology) is promising. Usually 
qualitive areal differcnces or the areal distribution of 
some phenomena are remotely sensed. For that reason, 
hydrogeological mapping can most obviously gain from 
the use of remote ensing, because it is an operation 
directed towards an areal perception of phenomena. 

The remote sensing techniques suitable for hydro
geological mapping are visible and infrared reflected 
light and thermal imaging from aircraft and pacecraft. 
For practicality's sake, conventional visible light air 
photography is excluded from the present paper except 
when it is complimentary to remote sensing operations. 

The Author's interest was first drawn to the topic in 
1967 when a space photograph proved to be useful in 
solving a bydrogeological mapping problem(6)(7) in 
the Cauvery Delta (Tamil Nadu, India). 

Since 1968 the author has worked on tlle reconnais
sance hydrogeological mapping of the Province of 
Alberta, Canada. The area of the province(8) (p. 41) 
is 255,285 sq miles (660,902 km2). 1t includes extensive 
unpopulated and roadless areas and some parts of it are 

as yet not covered by high quality topographic maps. The 
available ground water and geological data are unequal 
in quality and unevenly distributed. Remote sensing 
offers ways to supplement areal reconnaissance. 

Airborne reflected infrared and thermal sensing 
methods were successfully used in several cases in 
Alberta and in other parts of Canada to solve local 
hydrogeological problems, partly b~ dire~t1y o~serving 
elements of the ground water regIme, I.e., dlscbarge 
features. 

For reconnaissance hydrogeological mapping of 
extensive areas the small scale remote sensing of relevant 
elements of the hydrogeological environment especially 
the use of ERTS-l Satellite Scanner images seems to be 
most helpful. Although geologic structure as reflected 
on the surface by lineaments is one of such 
observable elements of the hydrogeologic environment(B), 
in this paper the non-structural applications of the 
ERTS-images are emphasized because the author's 
observations regarding the morphotectonic analysis of 
ERTS-l images in Alberta are included in another 
IWRA publication(1°). 

Application of Large-Scale (Airborne) Imagery 

To solve local problems and carry out detailed 
investigations large-scale imagery with sufficient ground 
resolution is required. The actual scale is project
dependent: it can be as small as 1 :50,000 for an extensive 
mapping operation or as big as 1 : 1,000 for an engineering 
survey. Large-scale imagery is obtained by airborne 
sensing. 

Aerial photography is extended from the visible to the 
infrared spectrum, the latter being applied either in black 
and white or in false colour. The different light bands 
can be applied separately (by use of special filters) and 
can be recombined into desired combinations. Infrared 
light penetrates foggy, unclear and dusty air better than 
visible light: the longer wave length minimizes the 
obstacle caused by small suspended particles. 

In addition to visible and reflected infrared photo
graphy (and preferably applied together with them) 
thermal sensing is a promising tool in hydrogeological 
investigations. Thermal sensing measures the infrared 
radiation of wave lengths longer than 3.5 microns, 
especially in the ranges of the 3.5-5.5 and 8-14 microns 
so called "atmospheric windows" for which atmosphere 
is transparent(ll) (p. 251). Thermal imagery, therefore, 
shows the temperature of the surface. For interpre
tation many factors mu t be taken into account, such as 
time of the day, eason of the year, weather, vegetation, 
uneven surface, human activity and so on. Images of 
the same area, taken at different times of the day, 
for instance after sunrise and after sunset, can be helpful. 

Distribution of water is one factor responsible for 
differences in surface temperature. Therefore, careful 
interpretation of thermal images ·can delineate areas of 
dry and wet soil (rocks) and open water bodies, locate 
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djscharge features such as springs or seepages, including 
areas (lines, zones, patches) of diffu e or hidden dis
charge. Salts also have peculiar thermal properties, 
therefore, areas of salt precipitation may also be located 
on thermal images. Among recbarge feature swallow
boles may be spotted by thermal methods. Micro
or meso-tectonic lines show up on thermal images as 
Jines of soil moisture difference. 

The hydrogeological interpretation of large-scale 
(airborne) remote sen ing images consequently may be 
based on observation of : 

(a) clements of the ground water regime (such as 
springs, seepages, swallowholes) ; 

(b) alterations caused by ground water (such as alt 
precipitates, alkaline patches, spring cones, 
sinkholes) ; 

(c) surface waters; 

(d) element of hydrogeologic environment (such as 
geology, structure, morphology, topography). 

Infrared remote sensing (both reflected infrared_ 
light and thermal images) offers solution to a great 
variety of scientific and practical water-related problems: 
hydrogeological, surface-geological or geomorphological 
mapping, surface analysis; engineering geological 
analysis ; land use planning; ground water prospecting ; 
check on infiltration losses and efficiency of water
transport systems (canals, pipelines); detection of thermal 
water or hidden (submerged, ice-covered) springs, and so 
on. Some Canadian examples are: 

In the Maligne karst system of the Rocky Mountains, 
Alberta, investigated by Brown(12), the discharge point 
of a karst polje was unknown. Thermal scanner images 
(8-14 microns wave length) indicaled, that the water 
disappearing in the polje was reappearing as a submerged 
spring under the surface of the Medicine Lake. 

There was a catastrophic landslide at St-Jean-Viauney, 
Quebec, in 1971. It was urgently needed to determine 
whether the slide could extend further. A combined 
thermal, reflected infrared, visible light remote sensing 
and air-photo survey was carried out to locate seepage 
zones, wet soils and other unstable places and also to 
direct drilling operations and detailed engineering 
geological (soil-mechanics) studies. As evaluated by 
Tanguay and Chagnon(l3) the remote sensing operation 
was successful. It was possible to determine the weak 
spots very quickly and take immediate practical 
measures. 

An operation was carried out in 1969 by Holmes and 
Thompson (11) to assess the value of infrared sensing in 
Quaternary research. Among other features, lines of 
diffuse ground water discharge were located along some 
of tbe coulee-s (deep ravines) on thermal images of the 
Lake Pakowki Area, Alberta. 

In 1967 a combined thermal , reflected infrared and 
visible light study was carried out at Granum, Alberta to 

evaluate the u efulne s of remote sen ing in ground water 
exploration in the prairie (grassland) en ironment. 
One of the aim was to determine eepage al ng irri
gation canal. It was concluded by . hase(l4) that 
the technique was promising but a better ground che k 
would have been needed. 

The e example show that larg -,calc remote sensing 
has been u ed recently in hydrogeology, mainly to solve 
special problem . In hydrogeological mapping it u e 
i ' presently either experimental or i, aimed at problem
oriented "project-maps" (such as a mup of water- atur
ated, land lide-prone weal... spots of u limited study 
area) . 

Detailed regional hydrogeological mapping could 
profit from the use of airb rne remote sensing mcth ds . 
Unfortunately, it cannot afford it. R mote ~ens in g is 
costly (and the pre ent tendency of prices d c. not 
promi e much for the near fut ure). as it has to b specially 
ordered. It, therefore. depend on the financial stu nding 
of the mapping operati n. whether lind to what e tent 
remote sensing can be applied. 

Application of Small- calc ( pace) Imagery 

Pros Gild C01ltras of pace imagery Applicatio1l 

Regional hydrogeological mapping. especially on the 
reconnaissance levcl , however, can make excellent use 
of small -sca le images representing extensive areas. 
Pictures taken from spacecrafts , being either conven
tional photograph (l ~ ) or scanner images, can be ~ uitable 
for such mapping. These pictures are available at 
nominal cost as they are byproducts of other programs 
such as space research, instrumentation experiment, 
meteorological or earth resource observation. etc. 
In 1974 a black and white (single band) negative ERTS- I 
. canner image cost only $3.00 and a combined false 
colour transparency $5 .00. Another advantage is that 
space images cover extensive areas and the use of photo
mosaics can be avoided . Even the best photo-mosaic 
displays confusing variations of contrast between indivi
dual shots due to the time lapse between exposures. 

On the other hand, space images are not tailor made 
for our purposes, the sensing methodology is not directed 
towards observation of ground water connected 
phenomena. We have to make the best use of what 
there is by assessing secondary phenomena, deducing 
from slight indications and analogues, applying enhance
ment techniques and a good deal of imagination. An 
overdo e of imagination should be counter-balanced 
by obtaining every possible bit of "ground truth", 
verification from conventional airphotos, existing maps. 
helicopter, ground vehicle and foot fieJd trips, drilling 
and sampling operations, etc. 

Space observations by their very nature are of a 
mall-scale and even the best enhancement techniq ue 

cannot overcome tbis basic fact. To make the best of it 
we bave to concentrate on the extensive, the linear, the 
naturally enhanced, the sharply contrasting, and the 
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repeating phenomena. A narrow, linear feature such as 
a river or a highway may show up weU on a small-scale 
image even if its narrowest diameter is just a fraction of a 
scanning point. Shadow, wetness and vegetation are 
the best natural enhancers. Shadows emphasize the 
slopes and especially the escarpments. An oblique view 
and a low sun angle may stress shadow enhancement even 
more. T~e presence of snow is usually a disadvantage; 
howev~r, It can be an enh~ncing facto~, too, when it is 
s,:"ept IOtO the shallow gulhes or when It covers only the 
hIgher ground. For example the structural analysis 
of Western Canada and Alaska by Lathram(18) is based 
on a Nimbus IV meteorological satellite scanner image 
~aken at a low sun angle when snow enhanced differences 
10 elevation . Vegetation change or human operations 
~agriculture) may result in sharp contrast on the space 
Imagery. Repeating patterns are easier to notice, 
recognize and evaluate than a single small object. In 
addition to this, repeating patterns (for example drum
lins, sinkhole, dunes) may result in a characteristic 
image texture even if the individual features are too small 
to be discernible them elves. Examples of these type 
will be given later . 

A True Colour Photo Application in india 

The first spaeecrafts had more or less equatorial 
trajectories or orbits. It is understandable that the first 
hydrogeological use of a space photo (was in 1967. by the 
author of this paper) concerned a tropical area: Tamil 
Nadu, India(6)('). The problem was one of mapping 
type : namely the distinction of alluvial plain from the 
hydrogeologically different laterite plateau in and 
around the Cauvery Delta area. Suitable air photo 
were not available, the topographical maps did not show 
minute morphological differences clearly. and deluvial 
phenomena obscured the elevation differences. The 
mentioned formations were successfully recognized and 
delineated on a true colour space photO(17)(18), (p. 130) 
on the basis of colour difference. 

ERTS-J Imagery 

Presently the best source of space imagery for hydro
geological mapping purposes is the first Earth Resources 
Technology Satellite (ERTS-I)(19). It has a polar orbit 
(therefore, covers the entire planet systematically) and 
repeats its ob ervations every 18 day (to). The altitude 
of the orbit varies between 490·510 nautical miles (about 
907-945 km). The presently operational Multispectral 
Scanner System (MSS) images in the following four 
spectral bands (wave lengths in microns given in 
brackets) : 

band 4 green (0.5-0.6) 

band 5 red (0.6-0.7) 

band 6 reflected infrared (0.7-0.8) 

band 7 : reflected infrared (0.8-1.1) 

The field view of the scanner is 230 ft (70.1 m) in diameter. 

The Canadian data are received by the Prince Albert 

Satellite Station (Saskatchewan), recorded on magnetic 
tape .and later, in Ottawa, made into film negatives. 
One Image represents an area of a 100 nautical miles 
(185.2 km) square (10,000 sq nautical miles = 34,299 
km'), about two and one half to three times larger than 
the two-square geographical degree area represented by a 
1: 250,000 topographical or hydrogeological map in 
Alberta. 

During reconnaissance hydrogeological mapping of 
Alberta , 1: 1,000,000 scale ERTS images were used as a 
base for the interpretative work. They are available 
both in negatives and positives, either as separate 
spectral band images (black and white paper prints or 
transparencies) or as MSS False Colour Composites 
(colour paper prints or colour transparencies). 

Among black and white paper prints the infrared 
bands 6 and 7 images were the most suitable for inter
pretation. Bands 4 (green) and 5 (red) tend to be hazy. 

Colour composite positive transparencies show finer 
details because shades of colour enhance small differences 
in type and water content of soil, and also in vegetation 

• and elevation. It is unfortunate that ER TS image 
coverage is available in colour composite transparency 
only for SOme parts of Alberta . 

Corrobol'ation and Enhancemen t 

Nearly always part of the image is cloud covered or 
unclear for other reasons. In these cases different 
images covering the same area may be used to corro
borate the incomplete image . Image taken at a 
different sun angle emphasize different details . Also, 
use of images of the same area taken in different seasons 
of the year can facilitate better interpretation. 

In the above mentioned Alberta program, where 
ERTS-I colour transparencies were not available, addi
tive colour enhancement was applied based on black and 
white transparencies of different spectral band images 
of the area. The method was similar to those described 
by Lent(U). From the o1'iginal positive transparencies 
half tone filtered negative, black and white transparencies 
were produced photographically. The half tone filter
ing made the details more plastic and brought out fine 
shades. 

From the photo negatives , single colour transparencies 
were produced (either positive or negative) by the 
inexpensive Diazo technique. The different colour 
transparencies representing (by arbitrary false colours) 
different original spectral bands were laid over each 
other and taped together. The resulting colour compo
sites effectively enhanced small detail s. 

Using different kinds of colour combinations, different 
detail can be enhanced or suppressed. For instance, a 
red negative overlay of band 7 and a negative blue of 
band 6, when combined, result in a good enhancement 
(in shades of violet colour) of ground details. The 
shortcoming is that small puffs of clouds can be mistaken 
for small lake. A combination of red positive with 
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blue and yellow negatives of different bands effectively 
separates water surfaces (lakes, rivers) seen as red, from 
clouds, seen as green. This combination also epa rates 
vegetation types. 

Discernible Phenomena 

The essential phenomena useful for hydrogeological 
mapping and discernible on satellite images are treated 
below. (It must be kept in mind that direct ground 
water features usually cannot be recognized on mall
scale images). 

(a) General topography and hydrography (where 
suitable topographic maps are not available); 

(b) surface geology, including the presence and 
extent of surface aquifers (as in the ca e of the 
above mentioned Indian application) ; 

(c) surface expression of tectonic and atectonic 
structures; 

(d) morphology which often controls special ground 
water phenomena (such a inactive drainage 
channels, pitted ground moraines, badlands, 
karst plateaus); 

(c) fine texture of local orography usually not shown 
on topographic map (such as in area of glacial 
fluting or dune dields); 

(I) distribution of mu kegs and other types of 
marshland. 

Examples from Alb rto 

The two attached pace image detail (Figure I and 
3) are used as examples for the ab e di cu sed pheno
mena, each of them repre enting 5.790 sq mile (15,000 
km'). Figure 2 i an interpretative ketch t Figure 1; 
Figure 4 is to Figure 3. De cription is given in the te t. 
The reference point are marked on th interpretati e 
sketche by capital letter , from A to K on igure 2, 
from L to R on Figure 4 . but, of cour e, th r levant 
point of the pace image ( igure I or ,re p tively) 
mu t be consulted. 

Figure 1 is part of a black and white band 7 (infrared) 
ERTS-I image (E-14 14-17543-7) taken on cpt mbcr 10, 
1973. Orientation and geographic location is given by 
the latitude and longitude network. The urea lie. in 
ea t-central Alberta (it ea tern margin. ea t from the 
llO° we tern longitude fall within the Pr vin e of 
Saskatchewan). Most of the ar a is covered by the 
NTS (Canadian National Topographi ystem) 73L 
(Sand River) topographic map. The NT 73L map 
area has recently been hydrogeologically mapped(Z'). 
Only a part of the area i ett led and cultivated: the 
farm lands show up on the image as a quilt of rectangular 
light and dark patches. The remaining part is mainly 
tayga or park type forest; muskeg (marshland) and 
lake. Topography is hilly r r il ing plain with small 
difference in elevation, betwecn 1.700 and 2.100 rt (about 
520-640 m). 

IGUR 1: ERTS-l Imag of the Beaver Rlver- and River area; Band 1 reflected infrared (0.8- 1 .1 microns). 
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FIGURE 2 ; Interpretative sketch to Figure J. 

The general topography and hydrography is well 
discernible on the image. Jt gives a good overview of 
the area which is useful , though the relevant topo
graphic maps (both in I: 250,000 and I : 50,000 scale) are 
quite good. Note, that even such detail a actual 
channel meander on the bottom of rather narrow, non
meandering valleys are clearly visible (A : Beaver River ; 
B : Sand River). Shadows enhance slopes and escarp
ments uch that there is a conception of the third dimen-
ion (e.g., at the cul of the valley at A). 

One of the important surface aquifers in the area is the 
and and gravel accumulation along the Beaver River. 

At C and D locations, on the right (southern) bank of the 
river the terraces are extraordinarily wide and massive. 
After checking on conventional air photos and field 
visits (by helicopter and car) at D a test hole was drilled 
and a thick sand and gravel sequence was found with 
positive artesian ground water conditions. [The topic 
of gro und water prospecting in Canada, via, ERTS image 
application is elaborated by Mollard and Carr(l9)). 

Morphotectonic features are visible at the confluence 
area of the Beaver, Sand and Mooselake (the right 
tributary) Rivers (E). That area has a fluted (groove 
and ridge morphology) surface. However, the rivers 
do not follow the roughly N-S direction of the glacial 
grooves. The rivers from NW-SE and SW-NE 
reaches. NW-SE and NE-SW are main morphotectonic 
direction in Alberta(23)(~4). A NW-SE morphotectonic 
line is also di cernible at F by several lakes and a river. 
The rough ly E-W ravines, on the left side of the Sand 
River up tream from B arc also supposed to be structu
rally controlled. 

Morphology often controls special ground water 
phenomena. "Hummocky moraine" , an icy disinte
gration phenomenon(25), is characterized by small round 
mound and small depressions often containing lakes, 
ponds or •• lough-s" (marshes). Local ground water 

FIGURE 3 ERT·l Image of the AthabascJl Delta area; Band 6 reftected infrared (0 .7- 0.8 microns). 
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FIGURE 4 : Interpretative sketch to Figure J. 

flow systems tend to be short, the hydrogeological picture 
seems to fall ioto fragments like a mosaic. The hydro
geology of hummocky moraines was studied by 
Meyboom(28). On the satellite-image an extensive 
hummocky moraine field (verified by ground check) is 
represented at G by a "pepper and salt" appearance 
caused by alteratiog very fine lighter and darker dots. 
This is a good example of the detection of an area of 
repeating features, although the individual features are 
too small to be discernible. Glacial flutings, long 
narrow grooves or furrows separated by elongated 
ridges are also widespread in Alberta(27). They are 
elongate in the direction of ice-movement during the last 
(Wisconsin, about equivalent to the European Wiirm) 
glaciation, tends to fragment local ground water flow 
systems. Flutings may be individually too small 
(though numerous) to be represented on topographic 
maps. Two big fluting systems can be recognized on 
the ERTS-image, at H and I. The two arched systems 
are fused together at the Fork Lake . 

Inactive valleys and more or less buried channels are 
important ground water flow controlling elements. A 
clearly discernible inactive valley is marked by J at two 
points; the Mooselake River flows along its northern 
extension. 

The Wolf Lake on the north-central margin of tbe 
area is shaped by NE-SW directed esker-type glacial 
accumulation ridges (K). Eskers are ridges of porous 
material (sand and gravel), consequently they are impor
tant recharge areas. 

Figure 3 is part of a black and white band 6 (infrared) 
ERTS-l image (E-1345-18113-6) taken on July 3 1973. 
The figure is not orientated towards north b~t the 
cardinal directions are clear from the latitude and longi
tude network (Figure 4). The area lies in north-east 
Alberta and includes the gigantic inland delta usually 
referred to as the Athabasca Delta. The area is 
uncultivated, practically unpopulated and is covered by 
tayga-forest, lakes, and muskeg (peat-bog, boreal marsh
land). It abounds in interesting natural features. 

L denotes the center of a 60 miles (100 Ian) long 

arched zone of repeated fossil beach-ridge (10) mapped 
by Bayrock(18). Beach ridges are good recharge area . 

M denote another repeating morphological feature: 
a series of oxbows and levees of a giant meander migrat
ing towards a structurally fixed position. N marks two 
points within the inland delta system. 

Delicately branching rivers build finely structured 
delta-complexes into the quiet Lake Claire (R). The 
shade-difference between th more sandy and tree-cover d 
levees and the more silty, bush. sedge and reed covered 
lower wetlands is noteworthy. 

By colour enhancement the main types of vegetation 
can be differentiated. The muskeg-covered broad 
valley at P is discernible even on the black and white 
image. 

Conclu ion 

Remote sensing is a useful tool in hydrogeologica l 
mapping. Detailed hydrogeological mapping couLd make 
excellent use of large-scale (airborne) remote sen ing, 
preferably a combination of photographic (including 
!Dfrared) and thermal methods. At the present tim 
airborne remote sensing is applied mainly in connection 
with special hydrogeological problems and "pr ~ect" 
maps because of the high costs involved, however, 
extension of the method to routine mapping would be 
desirable. 

Smal~-scale .(space) images are inexpensive and they 
are applicable 10 many ways to small-scale (reconnai _ 
sance) hydrogeological mapping. Colour true photo
graphs (in India) and scanner images (in Alberta, 
Canada) were successfully applied in determination of the 
extent of surface aquifers and in structural analysis . 
There are further possibilities of extension of the field of 
application to analyse: general topography and hydro
graphy in absence of suitable topographic maps; morpho
logy which often controls special ground water pheno
mena; fine texture of orography not shown on topo
graphic maps; vegetation and soil types; distribution of 
marshlands. 

Use of images of the same area taken in different 
seasons and apptication of colour enhancement can 
facilitate better interpretation . 

Verification and checking of remote sensing inter
pretation on the ground (obtaining ground truth) is very 
important. Without ground check (in a broad sense, 
including helicopter survey) more harm can be done than 
profit gained. 
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In the judicious utilisation of water resources for human needs, a number of 
problems arise right from planning to execution. For example, it is reQuired to 
estimate the groulld water potential and plan its prudent utiliration. In a similar way, 
it is also required to estimate the water resource available from either rainfall or 
snowmelt and plan and execute its conservation for lean periods. The processes by 
which water resource becomes available and lost for human utilisation are highly 
non·lillear in nature. These problems by virtue of their complexity, can best be solved 
by a computer approach . The direct analoglle computer comes as a "andy tool for this 
purpose. it is inexpensive, accurate and quick. These computers can be used for the 
solution of piece meal problems like assessment and utilisatiOIl of ground water 
resource, estimation, planning, storage and budgeting of open channel flow either for 
short-term or long-term duratioll, municipal water distribution, flood routing and 
forecasting. However, they find their potential use for basinwise simulation and 
analysis of water resources systems. 

1. Introduction 

1.1 Fresh water is available for human needs either as 
ground water or as surface water. In the optimum 
utilisation f ground water, one comes aero s a number 
of problems like tbe rate of pumping, spacing of wells, 
recharge, etc .. for aquifers. In the utilisation of urface 
waters, problems arise regarding storage, its losses, 
usage variation with time, water budgeting, etc. The 
rational distribution of drinking water in urban loca
lities also poses problems. The surface water on 
account of its uneven time distribution cause human 
misery by floods and droughts. To alleviate this, one 
has to store water during the period of abundance, to 
distribute it to needy in lean peri ds. This entails 
losses in the distr ibution networks. All these aspects 
can be studied on Direct Analogue Computer so that 
the available water reso urce can be put to optimum 
use. 

1.2 Computers can be c1as~ified a digital and analogue. 
The analogue computers can be further subdivided as 
Direct and indirect. The Direct Analogue Computer 
work on thc principle of identity of mathe
matical equation represe-nting the original phenomenon 
and the computer. After establishing the identity of 
parameters, the problem has to be scaled. for obtaining 
solution on the e computers. The 'e are economical, 
accurate and quick. As such they offer potential use 
for the solution of problems. The various facets of 
water resource problems can be conveniently solved by 
Direct Analogue Computers . The following enumerates 
this. 

2. General Method of olution by Direct Analogue 
Computer 

2.1 When the mathematical equations representing two 
physical phenomena are similar then the two phenomena 

283 



284 RAMANA MURTHY 

are said to be analogous. For obtaining solutions by 
Direct Analogue Computers, tbe mathematical equation 
governing the physical pr,?blem for 'Y~icb a solution. is 
required has to be first wntten. WntlDg the equation 
governing the electrical circuit under consideration, then 
the two equations have to be shown to be similar, to 
establish that the electrical circuit functions in an 
analogous way to the problem under consideration. 
Then identifying, which electrical parameter represents 
wbich one of the problem, the scale factors have to be 
chosen. Developing the hardware for tho computer, 
the solution of the problem is then obtained. 

3. Direct ADlllogue Computers for Ground Water 
Problems 

3.1 For the proper utilisation of ground water resource, 
pumping has to be related to water-level change with 
respect to time and space. For tbis , the quantitative 
description of this resource and its physical parameters 
like, transmissibility, storage, area, boundaries, etc., are 
to be known. To evaluate the response of the aquifers 
to development, various alternative schemes have to be 
examined and the consequences forecast. Direct 
Analogue Computers come bandy for tbis purpose(l)(I) 
(3W)· 

3.2 The partial differential equation governing the non
steady state, two-dimensional flow of ground water in 
a bomogeneous, isotropic and infinite aquifer is 

o~ + o2/! = _§_. ~ ... (1) 
OX2 oy· T ot 

where, h is hydraulic head, S is coefficient of storage of 
the aquifer, T is coefficient of tran missibility of the 
aquifer, t is time and x and yare rectangular co-ordi
nates. 

3.3 The finite difference form of Equation (I) is 

(hi + h3 + II. + "5 -4111) S ah 
as = T' at ... (2) 

where, 1111 hi, lis, h., 116 are the hydraulic heads at the 
nodal points 1,2,3,4 and 5 and a B = 6X. !:::.y. 

3.4 Considering the resistor capacitor network shown 
in Figure I the relation of voltages around the 
junction can be expressed as 

... (3) 

where, V1- a are the voltages at the ends of resistors, 
RA- D are the values of resistances and C is the 
capacitaoce. If the values of the resistors are equal, 
Equation (3) can be written as 

(V,+Va+V.+V,- 4V1) ~ =C. ~~l ... (4) 

V5 

FIGURE 1 : Resistor C3pacitor Network. 

It can be seen that the Equation (4) governing the 
electrical circuit given in Figure 1 is similar to the 
Equation (2) governing the flow of ground water in an 
aquifer. Thus the electrical circuit is analogous to the 
aquifer and the water resource problems related to the 
aquifer can be solved with the help of this circuit. In 
this, the voltages are analogous to hydraulic heads, 
conductivity is analogous to transmissibility and the 
capacitance is analogous to the product of coefficient of 
storage and the area of the grid. The follOWing scale 
factors relate the hydraulic and electrical quantities: 

q = K1Q' 
h = K2V 

Q == Ka f 

td = K.t. 

... (5) 

... (6) 

... (7) 

... (8) 

where, q is cubic metres, Q' is Coulombs, Q is cubic 
metres per day, lis amperes, II is metres, V is volts, 
td is days and tl seconds. 

3.5 Knowing the aquifer parameters and the conver
sion scale factors the electrical quantities are to be 
calculated. 

3.6 Computer Hardware 

3.6.1 The computer hardware, for tbe solution of 
aquifer problems consists of a R-C network, a waveform 
generator, pulse generator and an oscilloscope. Tbe 
schematic diagram of the computer is shown in Figure 
2. The computer set-up is shown in Figure 3. The 
waveform ~enerator is coupled to the pulse generator 
and the OSCIlloscope. The sawtooth pulses emerging 
from the waveform generator trigger the pulse generator 
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FIGURE 2 : Schematic diagram of the computer for aquifers. 

FIGURE 3 : Direct analogue computer for aquifer. 

and the horizontal sweep of the oscilloscope. The out
put of the pulse generator, comprising rectangular 
shaped pulses of various durations and magnitudes, 
representing various draws is coupled to the R-C net
work node representing pumped well. The oscilloscope 
is ('cnnceted to the node of the R-C network where 
the response of the aquifer to pumping is to be observed. 
On the screen of the oscilloscope a time voltage graph 
is produced which is analogous to the time drawdown 
graph of an observation well. 

3.7 This computer is useful to determine the effect of 
various pumpings on the water-level change with 
reference to time and space of aquifers with various 
boundary conditions so that the available ground water 
resource is put to optimum usc. 

4. Direct Analogue 
Problem 

omputcr for lib-soil Flow 

4.1 The surface water resource is unevenly distributed 
with respect to time and space. On account of thi s, it 
is required to store and conserve it, for use in lean 
periods. It is also required to convey the stored water 
to required locations. To store the water in open 
channels, structures arc constructed. These may be 
earthen, masonry, etc. The stored water percolates 
through and underneath the structures, the quantity per 
unit time per unit width depending on the differential 
head and the permeability coefficient of the material 
through which it seeps. Water is lost in the process of 
conveyance to the required areas also. Thu the water 
resource available in the open channel Bow is lost to 
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hUman needs on account of this seepage. The Direct 
Analogue Computer, traditionally called as electrical 
analogy method (G)(6) comes handy for estimation and 
assessment of the efficacy of various measures to reduce 
seepage. 

4.2 The slow flow of water through earth masses is 
given by Darcy's law, which can be written as 

Q = K1H ... (9) 

where, Q is the rate of flow of water, K is coefficient I?f 
permeability of the soil, A is cross-sectional area, H IS 
head producing flow and L is length of path of 
percolation. 

4.3 The Ohm's law governing the flow of electric 
current in a conductive medium can be written as 

K'A 'V 
I = - L-' - ... (10) 

where, I is current, K' is conductivity, A ' is cross-sectional 
area, V is voltage. L' is length of path of current. It can 
be seen that the Equation (10) is similar to the Equation 
(9), thus the electrical circuit represented. by Equation (9) 
is analogou to the slow flow of water In a permeable 
medium represented by Equation (10). The current in 
the electrical circuit repre ents the rate of flow of water, 
the conductivity represents the coefficient of permeability 
and the voltage repre ents the head producing flow. 

4.4 The analogy can als be seen from the angle that 
both the steady Bow of water in a permeable medium 
and the flow of electric current in a conductive medium 
are governed by the Laplacian potential 

b. 2q, = 0 ... (11) 

4.5 The electrical analogy tray set-up utilised for the 
solution of seepage problems is given in Figure 4. In 
this, in the tray of the size 1.5 m x 1.5 m X 15 cm the 
structure to the reduced scale represented by conducting 
or non-conducting urfaces is put. The permeable 
medium is represented by an electrolyte. The stratifica
tion in the oil is represented by either changing the 
depth of the electrolyte or by placing electrolytes of 
conductivities in the same ratio as permeabilities, in 
watertight compartments. Copper strips mounted Oll 
non-conducting partitions are u ed for transferring 
electrical potentials from one electrolyte compartment 
to the other. Voltage representing the differential head 
is gi.ven with the help of < n oscillator to the upstream 
and downstream side of th.e structure. The same voltage 
is given to the p.)tential divider which resolve it i.nto a 
thousandth part. The difference of the voltage between 
tbe potential divider and the variable probe point in the 
tray is fed to the null indicator. This is of magic eye 
type. It opens wide when the two potentials are equal. 
Thus tbe potential at any point in the tray is determined. 
Normally after simulating appropriate boundary condi
tions in the tray tbe equipotential lines at 5 percent 
intervals are plotted. The streamlines are drawn 
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FIGURE 4 : Electrical analogy tray set-up. 

orthogonal to the equipotential lines , so that curvilinear 
squares are formed. The quantity of seepage Q is 
calculated from the formula 

Q = K.C:: ).H ... (12) 

where, K is the permeability coefficient, n{ is the number 
of fl w tubes, fl. tbe number of increments into which 
the differentIal head is divided while plolting the 
equipotential lines and His Ihe differential head . While 
obtaining solutions by the electrical analogy method the 
boundary conditions have to be properly represented, 
otherwi e tbe resulCs will be erroneous. The Teledeltos 
paper can also be used as a conductive medium. 
However, tbe order of accuracy of the result s will be 
low as the commercially available Teledeltos paper is 
non-homogeneous in its re istance. Its vertical and 
horizontal resistances also difi'l!r. But quick S lutions 
can be obtained by Teledelto paper as compared to the 
tray. A practical approach would be, to use the 
Teledettos paper for rough solutions of variou , alternate 
combinations and to obtain accurate solution for the 
final choice by tray. Thi method is also u eful to find 
the exit gradients and uplift pressures to assess the safety 
of the structure apart from determining the quantity of 
seepage. The set-up of a three-dimensional tray is 
shown in Figure 5. 
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FIGURE 5 : Three-dimensional electrical analogy trRY· 

5. Direct Analogue Computers for Water Budgeting 
Problems 

5.1 Water is stored in reservoirs to cater to humao 
needs. The water thus stored i required to be budgt:ted 
for various requirements like irrigation, power genera
tioo, drinking, recreation, etc. These requirements can 
also be sometimes, conflicting. The budgeting has to be 
done on a short-time basis, wher!: the inflow is high 
during peak monsoon and 00 a long-term basis when 
the inflow varies from very low to very higb flows the 
period comprising a year or many years. 

5.2 Computer for Short-term Wal£'r Budgeting 

5.2.1 The inflow. outflow and storage in a water 
impounding structure are related by the equation 

dS 
1- 0 = dt ... (13) 

where, I is inflow, 0 is outflow and 'Ii is rate of change 

of storage. Considering the basic circuit of Figure 6 
the relation between the current i flowing into the 
circuit, the current a flowing througb the resistor Rand 
the rate of change of charge across the condenser can 
be written a .. 

. dQ 
1-0 = -

dt 
... (14) 

5.2.2 It can be een that the Equation (1 4) is similar to 
~he Equation (13) and as such the elecl ricdl circuit given 
In Figure 6 ncts analogous to the ~torage in a reservoir. 
The currents in the circuit repre ent the flows and the 
charge represents the storage. The practical circuit 
utilised for the olution of short-term water bud geting 
problem~ i~ .given in Figure 7. In thi , the surcharge 
storage IS divided by the o utflow discharge to obtilin 
the time of emptying. Selecting a suitable analogue 
time scale, a rectifier, resistor condenser combinati 0 is 
arrived at, the current ver us time curve of which has 
the same shape as that of the time of emptYing curve. 
Tbe inflow bydrograph is plotted on the "Inflow 
recorder" and a current proportional to the inflow 
hydrograph is pumped into the circuit by varying the 
180 Meg ohm potentiometer. The outflow is automa
tically pi tted on the "Outflow recorder" . The level s 
of tbe reservOir al 0 can be directly read fr m the digital 
voltmeter. The computer ~et-up IS showo in Figure 8. 

dO 
F 

o 

'-------1 

C 

FIGURE 6 : Basic circulI. 
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~ .... 
180V :; 
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FIGURE 1 : Practical circuit. 

FIGURE 8 : Short-term water budgeting computer. 

This computer is helpful to plan the storage and its 
budgeting on a short-term basis. 

5.3 Computer for Long-term Water Budgeting 

5.3.1 On a long·term basis the variation in inflows 
will be extreme and the minor out60ws also have to be 
accounted as they will be eumulative. The losses like 
evaporation also have to be accounted. Moreover, the 

flows vary with respect to the level of the reservoir which 
has to be programmed. 

5.3.2 Taking all these into account a computer has 
been developed(?). The set.up of this is shown in 
Figure 9. This works on a fast time scale of a month 
in tbe prototype equal to 7.S sec in the computer. Thus 
a hundred-year budgeting can be carried out in 21 hour 
time. 
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FIGURE 9: Long-term water budgeting computer. 

6. Direct Analogue Computer for the olutioD of Muni-
cipal Water Distribution Problems 

6.1 With increasing urbani ation the distribution of 
municipal waters for domestic needs poses a problem. It 
is difficult to solve the complex network problem with 
traditional methods. As such a computer is developed(B) 
for this purpose. This is called Macilroy network 
analyser. It works on the following principle. The law 
governing the flow of water through a pipe can be stated 
as 

H = C.QI( ... (15) 

where, H is loss in head, C is a coefficient depending 
upon the length, diameter and roughness of the pipe, Q 
is the discharge and x an exponent having a value 
between 1.7 to 2.0. In Hazen-Williams formula x is 
taken as 1.85. 

6.2 If we take a tungsten filament wire having a cold 
resistance Ro, its resistance R with respect to tempera
ture, changes according to the equation 

R= Ro(\ + ex: t) ... (16) 

where, oc is the temperature coefficient of resistance for 
tungsten. The voltage versus current relationship of a 
tungsten filament wire mounted in a vacuum bulb with 
suitable leads will be of the type 

V=K. Ix ... (17) 

This type of bulbs are called fiui tors. It can be seen 
that the Eq ation (17) is similar to Eq uation (15). Thus 
the fluistors behave analog uS to pipe. The voltage 
across a fluistor respresents the 10 s in head across the 
pipe, the current represents the flow through the pipe. 
By a suitable design of the fiuistor, the coefficient of 

current is made equal to the coefficient of flow through 
a pipe and a number of fiuistors with varying K values 
developed. For solving a municipal distribution 
problem with the help of thi ~ network analyser. one has 
to first reduce the pipe line network to its essentials and 
coonect the fiuistors with appropriate K value in a 
similar fashion . Giving the voltages to the n twork f 
fiuistors corresponding to the heads at the feeding points, 
one can observe the current through vari us flui tors to 
know the flows. Knowing the voltage at any point in 
the analy er one can know the head available. Thc 
analyser can be u5ed fl)r designing a completely new 
pipe line network or modification for an exi~ting onC. 

7. Direct Analogue Computers for Flood Routing lind 
Forecasting Problem 

7.1 A number of computers have been developed for fl ood 
routing (9)(10)(11)(12)(13)(14) and forecasting purpose~. 
The e are based on Muskingum storage equation, meun 
velocities of flow. Computers are al 0 devel oped for 
obtaining Ule stage directly from them. Computers 
for re ervoir flood routing have al 'io been devel p~d(U) . 
These can be interconnected f)r basin·wise si mulation 
and for flood forecasting purposes. 

8 . Conclusion 

8.1 [n the utili ~ation of available fresh water re30 urces 
one comes aero,s a number of problem. For example, 
the spacing of well s. am unt of draw have to be deter
mined for judicious utili ation of ground water poten
tial. A number of seh !mes of utili sa tion have to be tried. 
to forecast the effect of these on the levels of ground 
water. [0 the con ervation of surface water during the 
time of abundance, for use in lean periods, one comes 
across a number of problems like seepage which cause 
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water losses. In addition, the stored water has to be 
budgeted for various uses. The Direct Analogue 
Computers come handy for the purpose of the solution 
of these problems arising in the field of water resource 
planning and management. They are specifically suited 
for this purpose as they are accurate, economical and 
quick. 
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SYNOPSIS 

This study deals with the non.steady flow to a well of finite size fully penetrating 
an extensive homogeneous, isotropic leaky artesian aquifer of uniform thickness. The 
drawdown inside the well is a time·dependent function . The leakage is assumed to he 
at a rate proportional to the drowdown at any point in the aquifer. The exact analytical 
solution for the drawdown distribution around the well is presented. The solution is 
given in the most general form. i.e .• it is valid for any specified time-dependent 
drawdown in the well. Two special time-dependent drawdown functions in the wel/. 
exponential and linear functions of time. are chosen as examples for numerical evaluation 
of the solution and discussion of the results. The solution for the corresponding well 
discharge is also presented. Typical drawdown curves and well discharge are presented 
in graphs by numerical evaluation of the analytical solution. 

Introduction 

The existing theoretical solutions for non·steady 
flow toward a well which is fully penetrating in an 
extensive. homogeneous leaky aquifer of uniform 
thickness consider either constant flow rate or constant 
drawdown in the well . Hantush and Jacob(l) obtained 
the solution for the drawdown distribution near a well 
discharging steadily from an infinite leaky aquifer of 
uniform thickness and permeability. In their study. the 
well is idealized as a mathematical line sink. A similar 
problem but for the case of constant drawdown in the 
well of finite diameter was considered by Hantush(2) . 
In both studies, the leakage into the aquifer is assumed 
to be vertical and proportional to the drawdowD. i.e., 
linear leakage. The aquifer is treated as perfectly 
ela tic. 

Practical problems are, as a rule, much more 
complex. The boundary condition of either constant 
flow rate or constant drawdown in the well only 
approximates the actual situatioos. For instance, the 
assumption of constant discharge is associated with a 
time-dependent drawdown in the well which in turn 
results in the increase of the suction head and a corres-
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ponding decrease in discharge. This effect may be 
insignificant in certain cases, while it may become 
important in others. Lai and SUe) studied the non· 
steady flow to a large well in a leaky aquifer induced by 
a time·dependent pumping rale. The effect due to the 
storage capacity of the well is also con. idered. Thoy 
concluded lllat at large time the drawdown in the well 
is Significantly larger and the time required for the 
drawdown to approach its steady state volume is longer 
for smaller values of the leakage factor . The elreet of 
the storage capaci ty of the well on the drawdown is 
found to be significant when the time is not large or the 
ratio of the transmisi ibility of the aquifer to its storage 
coefficient is small 

The study d~als with the non-steady flow to a well 
of finite size fully penetrating an extensive. i otropic 
leaky artesian aquifer of uniform thickness when the 
drawdown in the well is a prescribed time·dependent 
function. Linear leakage will be assumed but the 
storage capacity of the well will not be taken into 
consideration. The theoretical development of the 
solution for the drawdown distribution around tbe well 
is pre ented in the next section. The solution i 
expressed in the most general form, i.e., it is valid for 
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any specified time-dependent drawdown in the well. 
Two special time-dependent drawdown functions in the 
well, exponential and linear functions of time, are 
chosen as examples for numerical evaluation of the 
solution and discussion of the results. The solution 
for the corresponding well discharge is also presented. 
Typical drawdown curves and well discharge are 
presented in graphs. 

Analysis 

Consider a non-flowing weJl of finite size cased to 
the top of an extensive homogeneous, isotropic, leaky 
aquifer of uniform thickness and screened throughout 
the thickne s of the artesian sand (Figure I). As uming 
that the leakage into the aquifer is perfectly elastic. then 
the differential equation derived by Jacob(') describing 
the non-steady radial fl ow in the leaky aquifer may be 
given as : 

a!s I as $ I as 
""Tr"2 + r a;- B2 = -;;- at ; r> rw, ... (1) 

in Which s(r, t) is the drawdown in the aquifer; r is the 
radial distance from the center of the well; t is the time; 
OJ is the ratio of the transmissibility of the artesian 
sand, 't' = Kh, to the specific leakage, K'/b' . (K, K' and 
b, b' are. respectively. the permeabilities and the 
thickness of the artesian sand and semi-confined bed); 
Ii is the ratio of't' to the storage coefficient of the artes
ian sand. M; r .. is the radial of the well. 

If the initial piezometric head is horizontal through
out the aquifer and the storage capacity of the well is 

Ground surface 

Piezometric surface 

Sand 

not considered, then the initial and boundary conditions 
that are to be satisfied by the drawdown, s(r, t) are : 

$ (r. 0) = 0 , ... (2) 

$ (00 , t) = 0, ... (3) 

$ (r ... t) = f(t) , ... (4) 

in which f(t) is a prescribed time-dependent drawdown 
in the well. The flow rate q(1) is given by 

as I q (t) = - 271' r .. 't' -;-
ur r= r", 

... (5) 

For convenience. Equations (1) through (5) are 
transformed into dimensionless form: 

a2s _!_ as__ 2 _ oS 
'O R2 + R a R A S - aT' 

S (R. 0) = 0, 
S(oo, T) = 0, 

S (I . T) = F(T) , 

as I Q(T) = - 271' oR R = l 

.. . (6) 

... (7) 

... (8) 

... (9) 

... (10) 

In the above set of equations. the dimensionless 
parameters, 

R = r/rHi. T = trx/r .. 'I., S = $/Ho• A = rw/B, 
and Q (T) = q (t)/KHo· 

Equations (6) to (9) form a boundary value problem 
for the dimensionless drawdown S(R. T) and will be 
solved by Laplace transform technique. 

T 

Semi confining bed, 1(' b' 

. !~Ir. ~ 
ArteSian sand Ie -;-'l WI b , : i: r 1 

f/i Iii lili !11111i11i /Iii iii iii llilli llilli/i IIldrlli)/II}i/lII1!1/i1111i !/I1111i 1/I1/!/I1i11 1111 llillililli// IIIIIIII/MI//' 
FIGURE 1 : Definition of sketch for non-steady flow to a finite size well in a leaky artesian aquifer. 
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The Laplace transform of Equations (6) to (9) are 

a· S loS - -
oRI + R oR -AI S = P S, 

S(oo, T) = 0, 

S(I,1) = F(p) , 

... (11) 

... (12) 

... (13) 

in which S(R, p) and F(p) are, respectively, the Laplace 
transform of S(R, T) and F(T). p is the Laplace 
transform parameter. Note that the initial condition 
Equation (7) has been used in obtaining Equation (11). 
The solution that satisfies Equations (J I) & (12) is 
found as 

... (14) 

where, Ko is the modified Bessel function of the second 
kind of order zero. The integral constant C can be 
easily determined by the boundary condition Equation 
(13). Thus the solution for S(R, p) is 

S(R, ) = F (p) Ko (v/i+R R) 5) 
p Ko (Vp+A2)' .. . (1 

The solution for the drawdown distribution, S(R, T), 
which is the Laplace inversion of Equation (15), can be, 
for convenience, written as follows: 

S(R, T) = L- l [S(R, p») 

= L- l {lP Y(p)] [ Ko (vP+A2 
R) ]} 

P Ko (v p+AII) 
... (16) 

By using convolution theorem, the solution may be 
given by 

T 

S(R, T) = f 4> (T-f..) IjJ (R, ~) di., 

o 
in which 

, (1) = L-l[pF (p)] 

IjJ(R, T) = L-l[ Ko (v'p + AS R)] 
P Ko hlp +A2) 

The function IjJ(R, T) has been found by Hantush(l) 
and is given by 

00 

't', = e ·fj(R,Il)dfJ. ,I.(R T) Ko (AR) + 1r2 I -(",2+ A' )T 
Ko (A) .-

where, 
... (20) 

[ 
Jo(p.R) Yo(!L)- Yo(p.R) JO(IoL)] 

J02(p.) + Y02(1-') 

... (21) 

In the above equation, Jo and Yo are Be el fun tion s 
of the first and second kiod of order zero, respectively. 

Equation (17) is the exact solution for the draw
down distribution, S (R, T). due to an arbitrary time
dependent drawdown in the well. For a given 
drawdown function in the welf, F (T). tP (T) may be 
fouod by Equation (18). The infinite integral given in 
Equation (20) can not be integrated analytically. 
Therefore, numerical technique has to be used to 
evalua!e t.he drawdown distribution. 10 order to gain 
more insight to the problem, two particular time
dependent drawdown functions in the well are chosen 
as examples for fUrlher study. 

A. Solutioll for Exponential Time-Dependent Drawdown 
ill the Well 

The first example concerns the case where the draw
down in the well is an exponential funeti n of time. 
Without loss of generality. the dimen ionless form of 
the drawdown in the well may be expre sed by : 

F(T) = Sf + (So- Sf ) e- ~IT ... (22) 

in which So is the initial drawdown, Sf is the final 
drawdown corresponding to r -+- oo. ~ is an arbitrary 
const~nt. Eq~at1on ~22) represents an exponentially 
~ecaYlDg function of time. The function tP (T) given 
10 Equation (1S) can be easily found as 

tP (T) = Sf ~(T) + (So - Sf ) a(T)-~»(So- r) e -~'T 
... (23) 

where~ 3(T) is .the dirac ~elta function . Subst ituting 
~quatJo!l (23~ IOto Equation (17) and carrying out the 
IOtegratJon With respect to A, yields 

S (R, T) _ KIl(A R) [ 1 (So ) e-~aT] 
Sf - Ko(A) + Sf - I 

Equation (24) is the exact solution for th e drawdown 
distribution when the time~dependent drawdown in 
the well is given in Equation (22). 

The solution given in Equation (24) involves an 
infinite integral which can not be integrated analytically. 
Numerical technique developed by Gemant(G) is 
adopted in this study. For demonstration purpose, 
Equation (24) is evaluated and plotted in Figure 2 for 
A = 0.01, So/Sf = 2 aod ~ = 0.01. Figure 3 is for 
A = 0.001, SolSf = 2. and ~ = 0.01. By comparing 
Figure 2 with Figure 3, the time required for the draw
down to reach its steady state is longer for small values 
of the leakage factor A ( = 10-3) than for larger 
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FIGUR, 1: Drawdown curves with exponential drawdown in the well (A - IO-S). 

A(=lO- ¥). The slopes of the drawdown curves are 
smaller for A = 10-3 and larger for A = 10-2• This 
implies that the radius of influence by the pumping we Il 
is larger for smaller values of the JeakJage factor. 

The corresponding flow rate can be found by 
Equation (10) and the result may be given by 

Q(T) c:: AKI (A) [ I + (.§.n_ _ 1) e -~2T ] 
27rSf Ko (A) Sf 

r 

J
oo 11 

+_i 
7r1l 

~,[ ,,(," +A')T -e-~" J + ~; 1 
[ ~2e-~2T -(1L2+A2) e- (l'n + A2)T ] i 

t~~-,u.2-AZ) J 
o 

~(,u.)d,u. ... (25) 

in which Kl is the modified Bessel function of the second 
kind of order one, and 

[JOi (fL) + Yo~(f')] ... (26) 

Figure 4 shows the variation of discharge with time 
for A = 0.02, om, and 0.001. For large time, the 

discharge increases with the value of the leakage factor. 
But as shown in Figure 4. for T< LOB, the effect of 
leakage on the discharge is insignificant. The dashed 
curves shown in Figure 4 are the corresponding discharge 
curves for constant drawdown in the well as obtained 
by Hantusll(9). 

B. Solution for Linear Time-Dependent Drawdown in the 
Well 

In this section, we consider a particular time
dependent function of the drawdown in the well, i.e., it 
increases linearly with time until t = 1/ and then 
remains constant. Mathematically. its dimensionless 
form can be expressed by 

S. 
F (T) =So + TI (T -1i)[l-H (T -T.)] , ... (27) 

in which So is the constant drawdown, TI = t/«/r .. 2, and 
R(T) is the heavyside function. The corresponding 
function ,CT) given in Equation (18) is found as 

S. 
'f(T) = TI [l-H (T-T/)] ... (28) 

Substituting Equation (28) into Equation (17) and 
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FIGURE 3 : DrawdowD curves with exponential drawdown in the well (A = 10- 2). 

carrying out the integratio!l ~ith . res.pect to A, the 
solution for the drawdown dlstnbutlOn IS 

S(~' T) = Ko(A, R) [T-(T- Ji) H(T- TJ)1 + 
o T, Ko(A ) 

'1)(R, JJ.)dp. ... (29) 

Tbe solution given in the above equation is evaluated 
numerically for Some particular values of the parameters 
involved. Figure 5 shows tbe drawdown curves at 
varidus time instants. T, is set equal to 10-3 and tbe 
dashed curves are for A = 10- 1 . For small time. the 
effect due to the leakage is insignificant. It takes longer 
time for smaller leakage factor to reach its steady state. 
As shown in the previous example, the slopes of the 
drawdown curves for A = 10-2 are consistently larger 
than those for A = 10-8• 

The corresponding flow rate is found by substitut
ing Equation (29) into Equation (10). and the result is 

~!~) [T-(T-TI} H(T- T/)] + :2 
l_e- (v.' + A')T +H(T_ TI)[e- (v.2+ A2)(T- T,) - In 

T/ (fL2 + AI) 5 
... (30) 

where, ~ (fL) is given in Equati.on (26), Figu~e 6 shows 
the variation of flow rate WIth tIme for various value 
of A. The flow rate increases witb the value of A. 
The results for constant drawdown in the well by 
Hantush(2) are also presented in F igure 6 for A = 10- ' 
and 10-3, 

Conclusion 

The exact analytic solution for the drawdown. distri
bution around a well of finite size fully penetrating an 



296 LAI 

2 .0~· ---------------------------------------------, 

"-
I/) 

\:: 
~ 1.0 
.... 
o 

o 
Vl 

I
a: ...... 
U1 

0 .1 

F(T)/St = 1+ (So/Sf- 1 )e-p2r 

So/Sf = 2 
-- {3 =0.01 
---13=0 

/
A = 2 X 10-2 

A = 10-2 
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FIGURE 6 : Discharge-time relation (Linear time·dependent drawdown In the well) . 

extensive homogeneous, isotropic leaky aquifer due to 
a time-dependent drawdown in the well is presented. 
The solution is valid for any given time-dependent 
drawdown in the well. Two special time-dependent 
drawdown functions in the well, i.e., exponential and 
linear functions of time. are chosen as examples for 
further study. The solutions, which are expressed in 
terms of infinite integrals, have been evaluated numeri
cally by a technique by Gemant(5). It is found that 
the time required for the drawdown curves to reach its 
steady state is longer for smaller values of the leakage 
factor. The radius of influence is greater for smaller 
values of the leakage factor . The solutions for the 
corresponding flow rate are also presented . The 
variations of flow rate with time for various values of 
the leakage factor are presented in graphs. It is shown 
that the flow rate increases with the value of the leakage 
factor. The corresponding results for the case of 

constant drawdown in the well obtained by Hantush(l) 
are also presented in graph, for comparison purpose. 
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SYNOP I 

A Linear Programming model is developed to derive minimum cost olutiolls of 
water supply networks using a decomposition prillciple from graph theory. The costs 
are formulated as capital cost related to the diameter size. Additional pumping costs 
corresponding to the energy loss in the system may be included. There arc 110 require
ments conceming the convexity of the cost functions. Tile grapll of the network is 
assumed to be known as well as the demand or inflow at any node, minimum pressure 
requirements alld minimum admissible diameters andfiows. The results of the model 
are optimal standard diameter sizes of the distribution S) stem . 

1. Introduction 

The distribution network usually contributes the 
largest share of the total water supply systems costs. 
Therefore, optimal designs are desirable in particular for 
numerous expanding cities of the less industrialized 
nations. TraditionaJly, trial and error selection of 
diameters and subsequent verification of the hydraulic 
network balance have been used for cost optimization. 
This method proves insufficient except for a relatively 
small number of conduits. 

Over the last decades research results in the area 
have improved with the help of mathematical pro
gramming techniques. Jacoby(l) formulates the problem 
as unconstrained sequential optimization. Smilh(2) 
compares different solution algorithms: linear pro
gramming, steepe t descent, random sampling. 

Cembrowicz(3) employs graph theory to decompose 
the nonconvex problem into convex: subsets. Gupta(4) 
derives the cost minimum of a branch network using 
Linear Programming. 

However, the research results are not in general 
applicable in practice. Apart from preventive computa-

tional intricacy either of the followin g drawback occur : 

(l) The optimal design is based on continuous 
diameters in tead of available standard sizes. 

(2) Local optima are derived instead of a global 
solution. 

(3) Branch networks are used instead of existing 
loop grids. 

The approach presented in this paper uses Linear 
Programming and derives a global cost solution for 
standard diameters based upon free configurations of the 
network graph. Costs may include capital and pumping 
costs. The model assumes given input flows and 
potentials, minimum flow requirements in any branch, 
minimum pressure potentials and the demand at the 
nodes. The method is supplemented by a random 
search that offers an abbreviation of the computational 
efforts. 

2 . Definition 

The configuration of branches and nodes of a network 
and the direction of flows in the branches are described 
in graph theory using an incidence matrix A. The 
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elements are ail = + I if flow Jj in branch j en.ters node 
i, 0 1) = - I jf the flow fi leaves node i, a ij = 0 if branch 
j is 110t incident to node i. The demand at any node i 
is called q/ , a nd the head loss in branch j is IIj • 

Kirchhoff's node law states that thc inflow equals the 
outflow at any node : 

A/ = q .. . (1) 

One node, e.g , the reference node, has been omitted 
in A since otherwise one node equation of (I) would be 
redundant with A being singular in this case. Kirchhoff's 
loop law balancc3 the head losses of a network: 

AT p = II ... (2) 

or 

... (3) 

j 

J. designating the set of branches contained in a loop s. 

Let the number of nodes in a network be NN, the 
number of branches be NP, and the number of loops be 
NL. Then , matrix A may be partitioned into an 
(NN- I) x (NN - I) square matrix E and into an 
(NN-I» ~ (NL) matrix G: 

A = [ETC] ... (4) 

According to Euler's theorem on connected graphs(~) 
the number of columns in A equals: 

NP = (NN - I)+NL. ... (5) 

If E represents a subset of the total branches in a 
network such that evcry node is connect ed without 
forming loops, this sub et is called a tree, G being the 
associated cntree. From Equations (4) & (5) follows 
that the number of loops equals tbe number of cotree 
branches called chords. Any loop contains one chord. 
E represents a tree if 

1£1 = ± I, ... (6) 

and £ is not a tree if 

I E I = 0 .. . (7) 

Subsequently E will be taken to designate a tree. 

The number of possible tree configurations of a 
.graph with an incidence matrix A follows from: 

T = I AAT I ... (8) 

The tree configurations are derived using criterion (6) or 
others(6). 

Combining Equations (I) & (4) and partitioning / 
in accordance with Equation (4) into h, the flows in the 
tree, and};, the flow s in the chords: 

[EIG{ ;, ] ~ q ... (9) 

It = £-1 q_£-l G h. ... (10) 

Equation (10) states that the tloWS,h in a tree are 
uniquely determined by a set of linear equations given 
the flow in the chords. Hence, any loop has one degree 
of freedom to choo e the flow. If the flows in the chords 
are assumed the entire flow in tbe network follows. 

The simultaneous solution of Equations (J), (3) & (II) 
is called the hydraulic balance of a network. In 
this case the diameters and the demand or input at the 
nodes are known and the 2 X NP elements of the 
unknown vectors / and It are computed. The corres
ponding number of the Equ!ltions (I), (3) & (11) 
corresponds to tbe number of unknowns: 

(NN- I) + NL + NP = 2 x NP 

3. Optimization Concept 

Consider a branch j. length Lj, between two nodes 
consisting of k = 1, ... . K sections of increasing standard 
diameter sizes djk, lengths Ilk . The number of available 
standard diameters is relatively small with large capacity 
differences betwecn subsequent sizes. Accordingly, an 
appropriatc choice of K will cover any feasible capacity 
range. 

Since in practice the capital cost including install

ment, <, of a conduit is given per unit length. the 

total cost of a branch consisting of sections k amounts 
to: 

Cr (I) = L < Ilk ... (15) 

k 

It is presumed that the cost < increases with increasing 

diameter. 

In addition , a general hydraulic formula is intro
duced relating flow. head loss, diameter dj and length" 
of a pressure conduit: 

l 
hj = Yl"'lv - ' - Ij 

dE 
j 

... (11) 

The parameter 'Yl includes di01en ional adjustments 
and the friction factor Aj a~ a constant according to 
Hazen-Williams (8 = 1.85. f: = 4.85) or Darcy-Weisbach 
(~ = 2.0, f: = 5.0)(1). In Germany hydraulic computa
tions for water supply networks are required to u e the 
Prandtl-Colebrook formulation(1). Commonly, the 
hydraulically "critical zone" applies, and the friction 
factor'\ is an implicit function of the Reynolds' Dumber 
Re and of the roughness r : 

I/A111 = log [2 .51/(Re ,\111)+r (3.71 d)]-' ... (12) 

Outside the critical zone). is either independent of 
Re or of the relative roughness rId. The senSitivity of 
the friction factor with respect to the Reynolds' number 
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is small. Adjustments of the exponents S, t and of the 
constant'( in Equation (2) yield ufficiently accurate 
approximations of expression (2) ba ed on Equation (3) 
if ~ is assumed constant. Accordingly, for simplification 
the general hydraulic formula, Equation (2), with A being 
constant is used in the following mathematical 
considerations. 

If the pipe material, i.e., the roughness r, diameter 
and flow are known, Equation (II) reduces to: 

hi = a) /) 

a) = '() AJ f. d . 3/ E 
J ) 

with a) being constant. 

... (13) 

. . . (14) 

Also. if a total head loss h) of the branch j is to be 
observed and Equation (15) to be minimized, the 
following Linear Program obtains: 

subject to 

Min C< (I) = L c: lj k 

k 

L 1)1, = L; 
k 

Lalit hk = If) 

k 

... (16) 

... (17) 

... (18) 

However, at most two adjacent diameters d;k enter 
the optimal solution of the program (16) to (18). 
Consider, e.g ., the ections with the three largest 
diameters out of a number of increasing standard 
diameter izes in branchj. The section in the middle 
shall be expanded to either side and the adjacent sections 
shortened accordingly, such that the total length and 
overall head loss of the three sections are maintained. 
For hydraulic reasons, as stated by Equation (11). the 
length of the largest diameter is to be reduced more than 
the shortest one in order to balance tbe head loss 
differences generated on either side of the middle section. 
Hence, the greatest cost savings occur if the largest 
diameter is replaced entirely by the middle section. 
Repeating the procedure at most two sizes remain if 
minimum costs are desired. 

The Lagrangian form of expressions (16) to (18) is : 

Min. L ei< [jk+ All (Lj - 2: /;k) +).12 (hj - L ajk IJk) 

k 
... (19) 

Using the previous result that at most two diameters, 
k = 1,2, are contained in a minimum cost branch, and 
assuming, e.g., C1 > C2, ah > all, the values of tbe 
Lagrangian muLtipliers obtain: 

... (20) 

A;2 = (C2-c1)/(a)Z - a)1> < 0 ... (21) 

The sign of the multipliers follows from their inter-

pretation as dual variables if the original L.P., expres
sion (16) to (18), is tran formed into the f 1I0wing 
equivalent: 

subject to 

Min L CA /)A 

k 

2: I;A;;' Lj 

2: Q)k Ijk ~ II} 

... (22) 

. .. (23) 

... (24) 

At the optimum or minimum solution the equality 
Sign of expressions (23) and (24) holds, and the pr grams 
(16) to (18) and (22) to (24) yield identical re ults. 

However, the tran formation allows interpretation of 
the dual variables, ),11 > 0 indicating a. co t increase for 
increa~ing length Lj, and ).)2 < 0 a cost decrease for 
increasing head loss h) (cost increa e f r decreasing head 
loss h]). The first dual variable, All. is independent of 
the flow in branch j [Equation (20)]. wherca All 
decreases hyperbolically with increasing fl ow [Equation 
(2 1») . Tbis is tant amount to an overall decrease of the 
marginal cost for increa ing fl ows implying a oncave 
curvature of the cost function with respect to the fl ows. 
The concave cost function is defined by the value of thc 
dual function of the program (22) to (24) which. by 
definition , equals the value of the original primal at the 
optimum: 

... (25) 

The principle of concavity or economies of scale of 
the cost of a branch with respect to the flows holds for 
aoy head loss h; that is assumed. Hence, given a 
hydraulically feasible head loss distribution accordi ng to 
Equalion (2) or (3), it will be desirablc to concentrate 
the flows in the network as much as possible in order to 
utilize the economies of scale. This can be vi')ualiz.ed 
by assuming a nctwork hydraulically balanced, i.e., 
Equations \ I) , (3) and (11) are observed. Then, without 
changing the head losses h] and without violating 
Equation (I), the flows leaving a node arC redi tributed 
at the node by reducing as many flows as possible to 
zero and increasing the flows correspondingly in the 
remaining mains leaving the node. The resulting n w 
configuration equals that of a tree the chord) being zero . 

Because of different and/or idcntica l economics of 
scale a flow unit decreased in one of the branches leaving 
a node will generate a cost decrease greater than and/or 
equal to a corresponding flow increase in another bra~ch 
leaving the same node. However, the branches of which 
the flows are to be increased and decreased are unknown 
at this point since according to quation (25) the 
associated cost curves depend on the diameters of the 
branch sections and of the flow itself that have been 
assumed so far. Hence, the problem arises to investigate 
any tree configuration. 

In summary, the minimization of the capital cost 
requires the following input: 

I -design demand ql at any node i 
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II - minimum supply pressure PI at any node i 

III - input flow and potential at the input nodes 

IV - length Lj of any branch j 

V - roughness /, of any pipej 

VI - price P; per unit length of standard diameter 

sizes dk 

VJl - range K; of potential diameter sizes for any 
branch} 

VIII 

IX 

- viscosity of the water 

- configuration of all the trees 
graph. 

of the network 

The formulation of the Linear Program for any tree 
follows to : 

22: 
(' 

... (26) Min (' k IJk 

j J.. 

subject to 2 IJk = L)> '<Ij ... (27) 

k 

2: aJk Ilk = 0, jE]., Y S ... (28) 

k 

L GJk II~ ~ H., j E]r, '<I e .. . (29) 

k 

Jp denotes the set of branches j leading from an input 
node to an end node e of a tree. The maximum admis
sible head loss He is the difference between the input 
node potential and the minimum potential requirement 
at the end nodes . 

If pumping costs are to be included the conditions 
1 through IX are supplemented by : 

X - pumping efficiency factor '1) 

Xl - pumping cost CP per kWh 

xn - present value factor v based on a design 
period l' and G discount rate =. 

XllJ - peak factor PI, ratio of the design demand to 
tbe daily mean. 

The pumping costs C;(/) for any branch are based 
upon the energy loss which is proportional to the 
product of flow and head loss : 

VCPPI ~ 
Cp(/) = 11 - '1) - jj L- a jk IJk ... (30) 

k 

where, CI& includes the specific weight of the water, conver
sion from kW to [m' kg/sec), the yeady pumping 
duration time and dimensional adjustments. Equation 
(30) may be simplified by introducing a lump sum 

pumping cost c~: 
J 

Cp(l) = c: 2: aJkiJk 

k 

... (31) 

Accordingly, the objective function of the sum
marized capital and pumping costs follows to : 

Min. L { c; L UJk IJk + L c~ IJk} ... (32) 

J k k 

The associated constraints set equals expression (27) to 
(29) . 

4. Example 

4.1 Input 

Figure 1 shows the water supply mains of an example 
network. Inside the main grid smaller supply Jines may 
be assumed with diameter sizes corresponding to 
minimum regulations that are not subject to optimiza
tion. Discounting the carrying capacity of this subgrid 
is an assumption similar to the convention that the 
demand is exerted at the nodes only. In accordance 
with the concave behavior of the cost and economies of 
scale with respect to the flows the main grid provides an 
arlerial skeleton to facilitate a concentration of the flows 
based on the previous tree concept. The diameters of 
the chords will fall into the range of those of the subgrid. 
For the layout of the main grid, engineering judgement 
must be employed supplemented by feedback from this 
analysis. For example, if the main grid is extended to 
include smaller supply lines, substantial computational 
efforts may be wasted since the model tends to concen
trate flows at the expense of smaller lines whose size 
cannot be further reduced because of minimum flow and 
diameter requirements. 

On the other band, jf the main grid is designed too 
spacious, the assumption of neglecting the carrying 
capacity of the subgrid may have to be verified. 
Dividing any branch into sub-branches between 
additional Dodes to refine the demand distribution may 
offer an improvement. 

As it is common practice the network of Figure 1 
will be optimized for a steady state design demand. It 
is recognized that this criterion may not prove adequate. 
Though research has been developed to include more 
realistically fluctuation patterns(8)(D) , tbis model uses a 
conventional steady state "peak load". 

The following input data refer to a city in a 
developing nation. Design demand at any node i is 
ql = 80 l/sec. This corresponds to a daily mean of 
70 !/inhabitant, a peak factor PI = 5.0, and a population 
denSity of ,....,200 inhab./ha (1 ha = 104 m2). Flow input 
is at node 1 with 510 '/sec at 300 m and at node 4 with 
4501/sec at 310 m, respectively. The approximation 
based on a CODstaDt friction factor .:\ employed in the 
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12 

212 

derivation of the mathematical concept was dropped and 
replaced by Prandtl.Colebrook, Equation (12). using an 
iteration routine. Viscosity of the water is 
v = 1.31 X 10-6 m'/sec and the roughneas r = 0.0004 m 
(cement lining) for any diameter. The minimum pressure 
requirements at the nodes are given in Tables 1 & ll . 

Pumping costs are computed using an energy price of 
CP = 0.1 DM/kWh and an overall efficiency factor of 
"I) = 0.7 to pump the daily mean ql/Pf during a design 
period of T = 20 years. Considering a discount rate 
of z = 8 percent, the present value factor obtains to 
tI = 9.818. The lump sum pumping cost, expression (31), 

Diameter I Cap. cost I Diameter Cap. cost I Diameter Cap. Cos t 
m DM /m m DM/m m DM/m 

0.080 
0.100 
0.12S 
0.150 
0.200 

48.0 
52.0 
58.3 
64.5 
87.5 

0.250 
0.300 
0.350 
0.400 
0.450 

1l0.8 
134.0 
J60.0 
185.0 
217.0 

0 .500 
0.600 
0.700 
0.800 
0 .900 

249 .0 
307.0 
3.55.0 
400.0 
564.0 
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follows to : 

c/ = IX V~PI = (l()3 x 9.818 x 365 x 24 x O.l >( 0.2)/ 

(102.x O.7 x 5.0) = 2.407 x 10' 

The minimum flow requirement for the chords was 
chosen to be greater than 5 I/sec with a corresponding 
diameter of either 0.080 m or 0 .100 m depending upon 
the optimal Head losses generated in the tree. 

Based on e~gineering judgement the branches 1, 3, 
4, 7 were assigned the property to be main trunks and 
members of any tree in order to reduce !the number of 
possible trees, expression (8), in the grapJi of Figure I. 

The optimization concept requires that any branch 
consists of k = I , ... , K sections of increasing diameter 
size. The minimum diameter size was chosen to be 
0.1 m. The ten sections (K = 10) (Table Ill) correspond 
to a capacity range such that the smallest flow and the 
smallest diameter yield a head loss in the order of 
80 - 100 m, and that the head loss geo,erated by the 
largest flow and largest diameter is < 1 m for any 
branch. I 
4.2 The Algorithm I 

The algorithm encompasses the following steps: 

(J) Determination of the tree co ~figurations by 
evaluating the possible combinatidns of (N N- I) 
columps representing E out of NR columns of A 
according to Equation (4) considering the 
preassig ed tree branches. 

(2) Computing the flows in the tree branches using 
Equation (10) and assuming zero flows in the 
chords. 

(3) Selecting ten standard diameter sizes for any 
branch of the tree according to tile range of the 
flows in Table Ill. 

(4) Solving the LP, i.e .. either expression (26)- (29) 
for minimum capital cost only or expression 

(32) and (27)-(29) if pumping costs are to be 
added. 

(5) The results are the optimal diameters for any 
branch and the associated head loss distribution 
in the network and/or pressure potentials for 
any mode. 

(6) The pressure potential differences between nodes 
that are connected by chords constitute ao input 
as he~d I s constraints for a second LP run. 

(7) The £loWS fo "he second LP run are computed 
by introducing ~e chord flows into Equation 
(10) tIha.t are based upon tbe head loss constraint 
of point 6 using either a 0.08 m or 0.10 m 
chord diameter to generate a flow close to 
51 / sec. . 

(8) If the pressure potential diffe{ence of point 6 is 
not sufficient to generate a chord flow ~ 5 I/sec 
a head loss constraint is introduced into the 
second LP run corresponding to a 5 Iisec flow 
and 0.10 diameter size. 

(9) The LP is solved a second time. 

4.3 Results • I , 

The total number of trees of the crx:ample graph 
equals 5407. 'Preassigning the tree brancnes Nos 1, 3, 
4, 7 reduces the number of trees to 801 that are pro
duced in a systematic sequence accdrding to the 
combinatioD:~ of(NN-I) elements out ofla set of NP 
branches corresponding to Equation (4). The optimiza
tion routine was applied to any tree encountered . The 
results are shown in Figures 2 & 3 covering a reach of 
200 subsequent trees. Figure 2 displays capital cost 
only (Case I), and Figure 3 includes pumping cost 
(Case [l). Each figure indicates the total cost of the 
enlire network and the cost of the tree only. without 
the chords, The cost curves are interrupted if the LP 
solutions are infeasible because of the artificial head 
loss constraint introduced to guarantee minimum flows 
in the chords. Since th.e total Cl>st and the cost of the 

TABLE III 

Flow range Diameter m 
m3/sec k = 1 2 3 4 5 6 7 8 9 10 

0 = 0.041 ' ' 0.1 0. 125 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 

0.041-0.067 0.125 0.15 
I 

0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.60 

0.067-0.128 0.15 0.20 
I 

0.25 0.30 0.35 0040 0.45 0.50 0.60 0.'10 

0.128-0.230 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.60 0.70 0.80 

0.230-1.00 9:25 0.30 0.35 0.40 0 .45 0.50 0.60 0.70 0.80 0.90 
'; 
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tree only run almost paraJlel it may be an expedient 
and computation saving alternative to omit the chords 
in order to find optimal tree configurations. 

The cost curves of Figures 2 & 3 give the impression 
of random fluctuations inspite of the systematic deriva
tion of the tree configurations. However, the fluctuations 
are clearly limited within a reach displaying cost 
deviations of < 25 percent in Case I and of < 20 per
cent in Case II. 

Figures 2 & 3 also indicate that local optimal 
solutions at about the same cost level occur based on 
rather different flow configurations. In practice, the 
final choice of different designs will depend on other 
social, environmental, political criteria given an equal 
level of engineering costs. For example, Figures 4 & 
5 show the three best solutions for Case I and U. 

The total costs of the ten best solutions for Case I 
and II are summarized in Table IV. Again, through 
the response surface appears smooth, the flow con-

l ength 1m) 
\& diame'ter 1m) 

f I ow ( £I s] 

Pressure tential [m] 

figurations and distribution of optimal diameter sizes 
vary substantially in these solutions. The total computa
tion time for Case 1 waS"" 45 min. and for Case II 
'" 55 min.. respectively, using the UNIVAC 1108 of 
the University of Karlsruhe. 

4.4 Random Search 

For large networks the computational volume may 
increase significantly. As an abbreviation of the 
previous algorithm, a random search has been success
fully employed based on a principle by Rechenberg(ll) 
which comprises the following steps: 

(1) Random sample of the combinations of (NN- l) 
columns, representing E, out of NP columns of 
A according to Equation (4) and selecting the 
included trees. 

(2) Applying the previou algorithm to obtain a 
number (e.g., 10) of the best local minima. 

(3) Checking for common tree branches contained 
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TABLE IV 

Total cost 108 DM 

Case I 

1.547 
1.567 
1.569 
1.573 
1.578 
1.580 
1.581 
1.582 
1.582 
1.584 

Case II 

2.298 
2.302 
2.304 
2.306 
2.308 
2.309 
2.311 
2.313 
2.314 
2.317 

in the best solutions. 

(4) The common brancbes are preassigned as tree 
branches in a subsequent random sample (and / 
or total evaluation if tbe number of po sible 
combinations is sufficiently reduced by the 
preassignment). 

In the example the global optimum was obtained 
saving about half of the computation time. The 
efficiency of the random method suggested that even for 
large networks a global or near-to global solution can 
be derived with reasonable computation time. 

S. Conclusions 

A tractable method to design cost-optimal water 
supply networks is not available in practice. Research 
results show either preventive numerical intricacy. 
produce non-standard diameter siz.es. are restricted to 
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branch networks, or yield local suboptima. The general 
formulation of the problem is to find optimal standard 
diameter sizes that minimize capital and pumping cost. 
Given is the graph of the network, a steady state 
demand at the nodes , input flow and pressure potentials, 
minimum flow and/or diameter requirements for any 
branch, and minimum pressure requirements for any 
node. The algorithms of the proposed model use 
Linear Algebra and Linear Programming only. 

It can be shown that a branch consisting of 
twO subsequent standard diameter sizes is adequate to 
fulfil any consistent hydraulic condition imposed upon 
the branch. The associated costs are a concave function 
of the flow in the branch. The resulting economies of 
scale with respect to the flows lead to a concentration 

of the flows in main trunk lines of the network. Conse
quently, tree configurations from graph theory develop 
as the basis of local minima assuming minimum flows 
in the chords. 

The flows in any tree are determined by a set of 
linear equations. Dividing any branch into a equence 
of standard diameter sizes according to the size of the 
flow the lengths of the sections are introduced as 
variables in the following Linear Program. The optimal 
solution of the LP for any tree consists of at most two 
diameter sections. 

The capital cost of a standard diameter section is a 
linear function of the length of the sections. The same 
holds for pumping costs being proportional to the 
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FIGURE 5 : Case II-Capillli Rnd pumping cost - Best solution. 

energy loss which corresponds to Lhe product of flow 
and head loss in any branch. The flows are known and 
the head losses are likewise linear functions of the 
lengths of the assumed sequence of diameter sections. 
Constraints of the LP observe minimum pressure 
requirements formulated as maximum admissible head 
losses, the head loss balance for any loop of the 
network, the total length for any branch. The result 
of the LP are (at most two) optimal standard diameter 
sizes for any tree configuration. Comparing the solution 
of all possible trees of the network graph yields the 
global optimum. 

The number of trees in a graph may be substantial, 
but is reduced by preassigning a number of branches of 
the network as permanent tree members. The preassign
ment can be based on engineering judgement. 

As an alternative the abbreviation of a random 
sampling approach of tree configurations was intro
duced. Recurring tree branches in the optima of the 
random sample arc subsequently employed as 
preas igned tree branches. For the reduced sample size, 
the random procedure is repeated or a complete evalua
tion performed jf the sample size was sufiiciently small. 
The results indicated thc same global solution of the 
original approach with less com putation time. For 
large problems the random approach is considered an 
expedient alternative. 
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Water Conveyance Capacity of Channels 
with an Ice Cover 
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SYNOP IS 

The discharge capacity of an ice covered channel is studied analytically afld with 
the aid of experiments. The flow of water ill afl open channel with an ice cover 
simulates pressure flow in a closed conduit with respect to the velocity profile atld the 
presence of retarding boundaries around the entire wetted perimeter. The mechanics 
of the flow also resemble open channel hydraulics in that it possesses the freedom to 
adjust its top surface. Owing to the dual nature of the phenomenofl , a two hori=ontal 
cell flow concept is invoked to derive the resistance equation relating the discharge to 
the roughnesses of the ice cover and channel bed, hydraulic radius, conveyance sect i01l 
and energy gradient. A formula giving the overall roughness coeffiCient of the ice 
covered channel in terms of the ice and channel rugosities has also been obtained. The 
theoretical findings are verified in laboratory channels using polyethylene plastic, 
which has a specific gravity very close to natural ice, to simulate an ice cover. 

The conveyance of water in an open channel in 
countries which have a long winter pre ents problems 
when an ice cover forms and remains in the channel for 
an extended period of the year. If the stream depth is 
shallow, a considerable portion or even tile entire cross
section could be frozen. Under these conditions it is 
no longer valid to ignore the presence of the ice cover 
in the computation of the flow rate. For the proper 
planning of water resources projects which require 
predetermlOed flow quantiti.es throughout the .year it is 
essential to know the capacity of channels with a top 
conStraint imposed on the upper boundary of the flow. 

place only if the ice cover has attained a certain thick
ne s otherwise the ice blocks will dive under the ice 
canopy giving rise to undercover ice runs . The ice 
discharge, under certain conditions could form hanging 
ice dams. Kivisild(l) set forth the hydra ulic conditIOns 
for the required thickness of the ice cover neees ary for 
its progressive growth upstream. The present paper 
deals with the discharge capacity of open channels when 
a solid stable ice cover has been formed. 

Experimental Program 

A series of hydraulic models were used to determine 
the conveyance of channels with an ice cover. A 0.45 m 
widexO.61 m higb channel was utilized initially for the 
basic ob ervations and a 1.52 m wide X 1.22 m high 
flume was employed to extend the range of the observa
tions. Within the latter 1.52 m wide basin, channels of 
various cross-sections were moulded including uniform 
and composite sections. Plcxiglass, timber, and sand
cement mixes were employed in fabricating the 
channels . 

The formation of an ice cover begins with the 
thickening of ice sheets and also the gradual massing 
together of ice floes into a large cover with its thickne s 
increa ing in tbe downstream direction. The cover 
increases in size with the accumlliation of ice blocks on 
the upstream leading edge; this phenomenon will take 
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Centrifugal pump-motor units with discharge 
capacities of up to 0.16 m3/s were used to circulate tbe 
water. Measurements of water elevations were made 
by point sages and manometers. Pi tot tubes were 
used to make velocity traverses. An electronic flow 
recorder and sharp edged V-notch and rectangular 
weirs were available to meter the flow. 

To simulate natural ice. polyethylene plastic pellets 
and sheets with a specific gravity very close to ice, were 
used. A calibrated bopper located at the inlet end of 
the channel was also used to feed the polyethylene 
pellets ioto the streamflow. A stable ice cover was 
first formed before readings were taken. 

Whenever desirable, photography was made use of 
to record flow conditions in the channel. This melhod 
was particularly useful to delineate the roughness pro
files of ice covers. 

Analysis 

In an ice covered channel, the ice imposes an 
additional top constraint on the flow resulting in a 
change of velocity distribution from a free surface 
velocity profile with the maximum velocity filament 
close to the surface to one resembling closed conduit 
flow with its maximum located near mid-depth and no 
slip conditions at the bottom and top in addition to the 
other parts of the wetted perimeter (Figure I) . The ice 
cover bottom surface would have a different roughness 
to the channel. The ice roughness would also vary 
with the age of the cover and the presence of floating 
ice blocks. The increased wetted perimeter and rough
ness would result in a larger flow depth. 

- Flow 

-

Velocity profiles 
I 

Free surfoce 

..,./ 
... . . '. '. '.: :::: .'.'! -', '.~. :.: ........ ...... ' , ' .... . . .'. 

Ice covered 

FIGVRE J : Ice covered How. 

The dynamic flow resistance equation is first 
developed relating the shear stresses around the wetted 
perimeter to the flow parameters. Consider tbe longi
tudinal channel reach and flow cross-section illustrated 
in Figure 2. The assumptioDs of relatively small bed 
and water slopes are invoked. Using tbe notation given 
in Figure 2 and by Newton's second law of motion. the 
following dynamiC equation can sensibly be written, 

dv 
yAd(z+Y)-(~c Pc dx+'tIPldx) = pAv dx dx 

in which the terms have tbe following meanings: 

yA d (z + y) = total gravity forces 

. .. (1) 

'c Pc dx 
TIPt dx 

= shear resistance of the channel 

= shear resistance of the ice cover 

p A v ~~ dx = mass accelerating force 

i' = unit weight of water; A = flow area; z :::a elevation 
of bed from a fixed datum ; y = distance of the water 
surface referred to the channel bed ; T c = mean shear 
stress of the channel; Ti = mean tangential shear stress 
acting on the bottom surface of the ice cover; Pc = 
wetted perimeter of the channel; p~ = wetted perimeter 
of the ice cover; dx = short section of channel; p = 
density of water; v = mean flow velocity ; dv = small 
cbange in velocity. 

With the coordinate system used in Figure 2, d(z+y) 
is negative and putting in the proper sign and solving 

FIGURE 2 : DefinitiOIl skettll. 
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for the resisting shear forces per unit channel length, 

[ 
d(z+y) V dv ] 

(1'c Pc + 'r(PI) = -rA ~ + g dx 
. .. (2) 

Dividing Equation (2) by the total wetted perimeter 

P=(Pc+Pi) and noting that ~ ;~ = :x (;:) , aod 

R = AlP = hydraulic radius, 

(Te Pe + TI Pi) IP = -yR z+y + ~ ') ... (3) -ix( 
. 

2g I 

or .r=yRS ... (4) 

in which';=(Tc Pc + T' PI)/P= average shear stress over 

the entire wetted perimeter; S = - :x (z+y+v2/2g) 

=energy gradient, 

and .; P = Te Pc + Ti PI ... (5) 

The shear resistance dynamic equation is embodied 
in Equation (4). The resisting shear f~)rce components 
are given in Equation (5). 

Before the discharge of an ice covered channel could 
be computed, it would be necessary to develop an 
equation relating the total roughness coefficient, n. in 
terms of the roughness of the channel, n co and the 
rugosity of the base surface of the ice cover, nl. Based 
on the velocity profile, the concept of two cell flow is 
postulated as shown in Figure 3 in which one cell lies 
above the other. 

Employing this theory, the hydraulic radii could be 
expressed as R = AlP; Re =Ar/P" and R, = A.IPi ; 
A = Ac + AI. The rate of energy dissipation, S, could 
also be obtained from the Manning equation, 

S = vi n2/2.22 R'13 ., .(6) 

FIGURE 3 : Two cell flow. 

Combining Equations (4), (5) & (6), 

... (7) 

Using the wide channel approximation in which. 
Pc = PI = P/2 ; R = (Re + R/)/2 and R = R/ = R; 
Equation (7) on substituting the e value gives, 

... (8 ) 

The value of the total roughness coefficient as given 
by Equation (8) could be used in the M nning equation 
to determine the discharge, Q, of an ice covered channel, 
namely, 

Q = ~~ A Ra/s SIll 
n 

... (9) 

If the assumption that R = Re= RI, which was used 
to derive Equation (8). is not employed, an equation 
relating n with the ratio neln. could be found. for the 
condition of max.imum discharge, by differentiating 
Equation (7) and setting dn /d(nJnl) = O. Performing 
this operation and solving explicitly for n, would give 
the equation, 

nl I n = 2i/8 [l + (nr/nl)3/2]2 a ... ( (0) 

Results and Discussion 

The material employed in the laboratory to simulate 
natural ice was polyethylene plastics used in the form of 
sheets, blocks, and pellets . The coefficient of friction of 
the material was first determined for the case of sm otb 
sheets, which would be different when u ed in the form 
of random blocks and pellets. The equation obtained 
by Alien and Chee(l) for smooth painted sheet metal 
followed very closely that for polyethylene sheets, 

f = 0.124 (VRlv)-o .17 ... ( 11) 

in which f = Darcy 's friction factor; v = kinematic 
viscosity of the fluid . Except otherwise noted, equations 
aud units are given in the FPS system. 

In the series of experiments in which a prismatic 
channel was used, the flume was made of timber on one 
side and plexiglass on the other. The friction factor of 
the rectangular channel was found to fit the equation 
obtained by AlIen(s) using a flume with glass on one 
side and smooth pine on the other wall , 

f = 0.0936 (VR/V)-()·16 .. . (12) 

The Darcy friction factor, f, is related to the Manning 
equation by, 

n = 0.093 fl/2 RIle .. . (13) 

The channels in which composite sections were used 
were moulded from and-cement mortar utilising 
templates to obtain the desired configuration. The value 
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of Manning's n for the skin friction coefficient for these 
chaonels is 0.013. 

Before the evaluation of the conveyance capacity of 
stream channels with an ice cover is considered, the 
roughness coefficient of these channels should first be 
calculated. The computation of the roughness of 
channels with compound rugosities such as an ice cover 
has been derived and given by Equations (8) & (10) ' 
based on different assumptions. Equation (10) was 
derived on a method postulated by Pavlovskii as 
reported by Chow(4) by setting dnjd (ncln,) = 0 but with 
different assumptions with regard to the hydraulic radius 
of the ice covered channel. In Pavlovskii' s derivation, 
he assumed that the hydraulic radius of the ice covered 
channel is the sum of the hydraulic radii due to the 
channel bed and that due to the ice cover. With this 
assumption that R = (Rc+Ri) aod putting 

dn/d(nclni) = 0, 

the equation obtained for wide channels is, 

n = 27:2 [1 + (nc/nt)3/1]2.3 . . . (14) 

Equation (14) is not in total agreement with Equatio~ 
(10). However, if nc = nl, then, n = nc -== m as It 
should be and this result would be given by Equations 
(8) & (10) but a different conclusion would be reached 
with Equation (14). 

Equations (8) & (to) were tested by comparing the 
calculated values of Manning's n obtained from these 
equations with the experimental values. These formulae 
gave close agreement with the observed results to an 
accuracy of ± 5 percent. The results obtained from 
Equation (8) differed by approximately 2 percent from 
that of Equation (10). These results indicated that the 
assumption of two cell flow which was used in its 
derivation has been justified. Equation (14) would give 
results incompatible with their physical interpretation. 

Computation of the discharge capacity of ice covered 
streamS can be obtained relative to the channels when 
they are free of ice. Let suffix "i" when attached to 
fl ow parameters refer to the case of an ice covered 
Channel , and its absence denote fl ow free from ice. Then, 
by Manning's equation and using the assumption that 

R = 2R, for the condition D, = D, S, = S, 

QdQ = 0 .63 (nlnl) . . . (15) 

Equation (15) gave reasonable agreement with experi
mental observations to an accuracy of ± 15 percent. 
The main discrepancy was due to the assumption that 
Si = S which was not fully valid. 

Conclusions 

(I) The treatment of the problem of ice covered 
channels by taking the total force retarding the 
flow as equal to tbe resisting forces due to the 
channel and ice cover has made possible the 
derivation of an equation relating the total 
channel roughness coefficient to the individual 
rugosity factors of the ice cover and that of the 
channel without the ice. 

(2) Applying the concept of two cell flow to the ice 
covered stream with a top retarding surface bas 
enabled an equation for the total roughness 
coefficient to be readily computed. 

(3) The conveyance capacity of ice covered streams 
cao be determined relative to the flow without 
the ice by making the assumption that the energy 
slope remained the same after formation of the 
cover with reasonable accuracy. 
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SYNOPSI 

All inflatable dam provides an inexpensive and simple device for ralsmg and 
controlling the water-level in a river or callal. The dam is inflated with air or air and 
water and anchored to a concrete foundation slab, or inflated with water alolle and 
either anchored to a concrete foundation or laid directly on the bed. This paper deals, 
both theoretically and experimentally, with the performance (If a water-inflated dam 
wizen anchored and when laid directly on 'he bed. 

The dam was operated under both non-overflow and overflow conditiolls and behaved 
satisfactorily. provided the overflow was 110t high. The calculated shapes were in good 
agreement with the measured profiles, prol1ided that the depth of overjlOlv was less than 
half the dam height. Observations showed that a dam with high internal pressure is 
prone to vibration, due to the large curvature of the crest; however, a trip wire reduced 
this vibration by inducing aeration of the nappe. Coefficient.I' of discharge were 
determined experimentally for three different shapes of dam. 

Introduction 

An inflatable dam constructed of a flexible but 
inextensible material provides a simple yet relatively 
cheap means of raising or controlling the water-level in 
a river or canal. This type of dam has the advantage 
that it may be used at sites where conventional dams are 
too costly or take too long to construct. The dam may 
be inflated with air or air and water and anchored to a 
concrete foundation, or it may be inflated with water 
alone and either anchored to the foundation or laid 
directly on the bed, When laid directly on the bed an 
apron of the material is extended upstream from the dam 
so that, under the weight of water, it provides an 
effective seal against underflow. The dam can be deflated 
when not required and produces only a small effect on 
flow characteristics at existing installations. A typical 
material for the dam, when used with an anchorage, 
consists of a two-ply neoprene and nylon lamination 
coated with hypalon, The coating is silvery in appear
ance and protects material from the effect of the weather. 
A typical material for the dam without anchorage is 
polyester fabric coated with PVC. 
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Most inflatable dams have been used under non
overflow conditions and are known to operate satis
factorily (I-a) ; there is, however, lillie information about 
their behaviour when overflow occurs , A theoretical 
and experimental investigation has, therefore, been 
conductcd at the Hydraulics Research Station to detor
mine various features of a water-inflated dam. Experi
mentally, the shape of the air-face and of the water-face 
of the dam, operating under both non-overflow and 
overflow conditions, was measured when tho dam was 
(a) anchored to the floor of a flume, and (6) laid without 
anchorage on the bed. Good agreement was btained 
between theoretical and measured shapes. The coefficient 
of discbarge for the dam for various values of the 
internal water pressure was determined experimentally. 
1t was observed that tbe dam anchored to the floor of 
the flume vibrated wben the overflow was high. 

Shape of Water-inflated Dam 

The Air-face of the Dam- The shape of the dam. 
operating under noo-flow condition, was calculated for 
a two-dimensional model. In this calculation it was 
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assumed that the fabric material of the dam was 
perfectly flexible. This assumption is reasonable since 
the fabric materials have a low Young's modulus. It 
was also assumed that the weight of the fabric itself 
was negligible. The shape of the air-face of the dam 
can be described by the following equation (See 
Appendix 1) : 

X 0:+2{3 J (3 E K) -+CJ = J F( 6, K)-~ 1 +4 - (6, 
H 1+4~ 0: 

Ot 
... (1) 

in which H is the height of the dam (See Figure 1), F 
and E are the elliptic integrals of the first and of the 
second kind respectively, IX is the proportional pressure 
factor which relates tbe eXcess of the internal water 

pressure, Pi, to the height of the dam (Ot = P'H 'fl 
Pg 

being the density of the fluid inside the dam and g the 
. d . ) 1.1 . t (1.1 I + 2« acceleratIon ue to gravIty; I' IS a constan I'=~' 

See Appendix I). Tbe constant C1 can be determined 
from the initial condition that the face of the crest of 
the dam is a tangent to the x-axis at the origin, 0, of 
the coordinate system shown in Figure 1. 

The Water-face of the Dam-It is shown in 
Appendix I that the shape of the water-face of the dam 
is a part of a circle with the radius R defined by 

... (2) 

and is a tangent to the x-axis at the origin 0 (See 
Figure I). 

The periphery, S, of the air-face of the dam can be 
calculated from the following equation (See also 
Appendix I). 

~+C2 = - 2« {3 F (9, K) ... (3) 
H V 4 or. f3+«2 

in which C, is a constant and can be determined. forom 
the initial condition, namely S/H = 0 at the ongtn O. 
Equation (3) has been evaluated for various values ?f 
the proportional factor IX and the re ults are shown lD 

Figure 2. 

Equations (1) & (2) have been evaluated for three 
different values of cr. . The results of evaluation, together 
with those obtained from measurements (to be described 
subsequently) are shown in Figure 3; agreement is seen 
to be good. The results shown for « = 0.16 correspond 
to the case in which the dam, laid without anchorage. 
was operating under non-overflow and also overflow 
conditions. These results, together with those obtained 
for the dam with anchorage(4), indicate that when the 
dam operates under overflow conditions its shape does 
not differ greatly from that which operates under non
overflow conditions, provided the depth of overflow 

Adjustab/~ stand pipe 

FIGURE 1 : Definition of terms for a water-lnHated dam. 

25 

, .OOL----..l,.0----2.1..
0
------'3·L....

O
----,..L,-.o 

0: 

FIGURE :2 : Non-dimeDsional periphery SfH of tJle alr
face o( the dam. 

does not exceed one-half the total height of the dam. 
Figure 3 further shows that the periphery of the dam 
and the length of its base depends on the factor cr., hence 
on the pressure PI and on the dam height H, for which 
the dam is deSigned. An increase in PI or H will cause 
an increase in the tension of the fabric material and 
hence may cause failure of the dam. 

Experiments 

The first series of experiments was conducted two
dimensionally with the dam anchored to the floor of a 
glass-walled flUme 0.6 m wide and 0.5 m high. The 
inflated dam. 0.30 m and 0.22 m high operating under 
non·overflowand overflow conditions respectively. was 
constructed of commercial polythene sheeting 0.25 m 
thick. The end panels were cut from the polythene 
sheeting to give tho shape obtained from Equations (1) 
& (2). These end panels were welded to the polythene 
skin and the shape of the dam was measured using a 
point gauge. 

When the dam was operating under overflow con
ditions its shape depended on the variation of pressure 
over the curved crest; thus the shape of the dam varied 
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20 1·5 

rt~ory 
o 

• 
x 

£xpltrim~nt for dam with anchora9~, non-ov~rflow 
£xperim~nt for dam without. anchora9~, non-ov~rf{ow 
£xp~rim~nt for dam without anchorag~ overflow hlH :: 0 '16 

FIGURE 3 : Profiles of the water- inHated dam , 

as upstream and downstream water levels varied over a 
wide range. It was observed that the pressure over the 
crest of the dam also varied periodically when the 
aeration of the nappe was not fully developed. This 
caused vibration of the dam resulting in oscillation of 
the upstream water-level. A trip wire of 5 mm diameter 
placed near the crest induced full aeration of the nappe 
and reduced vibration considerably. 

The second series of experiments was carried out 
three-dimensionally in order to include end-effects which 
influence the dynamic behaviour of the dam. The water
inflated tube (see Figure I) was laid with an upstream 
apron in a trapezoidal flume baving 1: 2 side slopes. 
The dam was 0.6 m high and about 4.50 m wide at its 
crest; the length of the apron was 3 m. The dam had 
three stand pipes aloog its crest, each of adjustable 
length, so that its height could be altered for a given 
overflow. The excess overflow would depress the crest 
of the dam causing the expulsion of water from within 
and thus self-deflation of the dam. The experimental 
results showed that self-deflation can occur when the 
overflow Q > 0.4 v' 2g bh3J2, where b is the width of 
the dam. measured along the crest, and h is the depth 
of overflow which was equal to h. the length of the 
stand pipe measured from the crest. These results were 
obtained 'When the downstream water depth was small 
and its effect was negligible. 

The anchorage of the dam, as mentioned earlier, 
depends only on the pressure differences between 
upstream and downstream water levels. The model 
tests showed tbat the dam became unstable during self
deflation when the difference between upstream and 
tail-water levels was about 0.1 m. It was also observed 
that the dam oscillated when the tail-water-Ievel was 
rising. The highest overflow depth, h, that could be 
obtained in the experimental set-up was about 0.15 m: 
Thus tbe overflow ratio hlH was much less than that 

defined before [ ~ ::::::; j-] for the appearance of dam 

oscillation. 

Coefficient of Di charge 

The coefficient of discharge. e, was determined from 
tbe measured data. The coefficient e can be expressed 
by 

... (4) 

The function f (hIH) was determined experimentally. 
as hown in Figure 4. In this figure the coefficient e is 
plotted against overflow ratio hlH for three values of 
the pressure factor IX. )t can be seen that the value of 
e, as to be expected, increases with the increase of It 
due to the fact that dams with lower value of IX have 
broader crests and the coefficient e is about that of a 
broad crest weir when IX::::::; 0 . 16 (See also Figure 3), 
The water discharge per unit width can be calculated 
from 

05 . 

o 

0'3 

0-0 01 

g = ellv' 2gh 

•••• 
• 0 • 

02 03 

• o 

• 
o 

o 

... (5) 

o 0 

• 0. : 0 16, dom without 
onc"orog. 

o II:: 0 5, dotn with 
onchorO{Je 

• II = 2 25, dom with 
anchorage 

07 06 

FIGURE 4: Variation of coefficients of discharge wilh 
overflow ratIo b/H. 
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Summary and Conclusion 

An inflatable dam. constructed of a flexible but 
inextensible material, provides a simply, yet relatively 
cheap, means of raising or controlling the water-level in 
a river, canal, or reservoir. The dam is inflated with 
air or water or a mixture of the two and anchored to 
a rigid foundation or is inflated with water and either 
anchored to a rigid foundation or laid directly on the 
bed. When it is laid on the bed, an apron of the 
material is extended upstream from the dam which, 
under weight of water, provides an effective seal to 
prevent flow passing under it. The dam has stand pipes 
of adjustable length along its crest. The length of these 
pipes can be adjusted for a given overflow; elCcess over
flow will depress the crest of the dam causing the 
expulsion of water from within and thus deflation of the 
dam. Suitable materials for the dam are synthetic fabric 
coated with hypalon or PVC. Inflatable dams have 
been operating satisfactorily under non-overflow condi
tions, but there is little information about their 
behaviour when overflow occurs. 

Equations for the profiles of a water-inflated dam 
have been derived when the dam i operating under 
non-overflow conditions. Calculated profiles are in good 
agreement with measured shapes . The profiles of the 
dam operating under overflow conditions did not diffe r 
greatly from that of the dam when operating without 
overflow, provided the depth of overflow wa less than 
half the height of the dam . It was found experimentally 
that the dam became unstable during deflation when 
the difference between upstream and downstream water 
levels was about 0.1 m. Observation showed that the 
dam with anchorage vibrated under high overflow if 
aeration of the nappe was not fully achieved. A trip 

wire placed near the crest of the dam induced full 
aeration of the nappe and thus reduced vibration. 

Coefficients of discharge were determined experi
mentally for the dam when anchored to the floor and 
when laid on the bed. These were found to depend 
largely on the shape of the dam; they approached the 
coefficient for a broad crest weir when the internal water 
pressure was small. 
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APPENDIX I 

Air-face of the Water-inflated Dam-It will be 
assumed that the material of the dam is inexteosible 
and perfectly flexible and that its own weight is 
negligible. It will be also assumed that the water surface 
reaches the crest of the dam. Hence the tension, T, in 
the fabric per unit length will be as follows: 

T = PR ... (6) 

in which P is the pressure difference across the fabric 
and R is the radius of curvature. The pressure difference 
P according to Figure 1 can be written as 

... (7) 

Similarly the tension T, which is proportional to P, 
can be written in the following form: 

T = «~pg/{a ... (8) 

in which ~ is the factor of proportionality and will be 
defined later. Substituting Equations (7). (8) and the 

expression for R into Equation (6) yields 

(I + '2)3/8 
«~H' = (<</{+y) ;w ... (9) 

The above equation can be made dimensionless by 
introducing the following non-dimensional coefficients: 
~ = xH; "'l = yH. Thus, 

... (10) 

in which dashes denote differentiation with respect to ~ 
and the boundary conditions are: 

1)'(0) = 0 2 
1)(0) = 0 S 

Equation (10) can be integrated by putting 'rJ' 

1 1 I a C 
- . / =--;;--1) + - 'rJ + 0 

vI + p. ~ «~ 

... (11) 

= P, i.e . 

. .,(12) 
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where, Co is a constant of integration equal to - t (Co = 
-1) according to the first boundary condition of 
Equation (11) . The Following equation can be obtained 
by integrating Equation (12) and making use of 
Co = -1 : 

'Ij(~l)+_!_ l)1-2 ) dl) 
~+C =J ~ CG~ , r, ~l) + "'!_l)2 )(4- 2 ''1 __ 1 "Ij!) 

0\1 \ ~ ~ ~ Cl~ 
... (13) 

By substituting y) = X-IX in the above equation 

~+Cl = ~ dx ... (14) J 
(X2-IX2_2c1~) 

V (X2-Cl~)(IX2+41X .j-XZ) 

Substituting /)-2 = e>:2 + 4e>:~ - X2 in Equation (14) 
yields 

~+C = r (J.'2-21X~)diJ. ... ( IS) 
1 j v't4IXf:I _f.l-"J(a,2"'j-41X:'- I'") 

Making the substitution 

/)-'1. = 41X~ Sin28 ... (\6) 

EQuation (15) becomes 

~+Cl= 21X~ f (2Sin
2
8-l)dO ... (17) 

v'1X2+4e>:~ J 1- ~ Sill20 
1X2+4e>:~ 

The above equation can be integrated only in terms 
of elliptic integrals, in the form of Equation (I) given 
in the text. 

The constant ~ can be determined as follows 

From relation (16) 

or 

9 = arc Sin (<X.2+4Cl~-X2)1/2 
2\1' IX~ 

e =arc Sin (4Cl~-l)2-2a1)1/2 
1. "1/ Cl~ 

... (18) 

... (19) 

This shows that 0 = ; when 1) = O. The value 

of 0 must be real when the non-dimension height 'f) 

varies 0< l)~ 1. On the other ha nd, the shape of the 
dam will take up a position of minimum potential 
energy of the liquid contained in the downstream side 
of the dam, hence the tension in the fabric will have a 

minimum value and the curve describ:d by Equation 
(17) will thus be an extremal. Since 0 must have a real 
value at tbe anchorage, where. l'j = I, the following 
expression can be written from Equation (19) when 
'f)= 1 

4C1~-l)'-2otl) > 0 

This is minimum when 

or 

4!lt~-1-21X = 0 

f3= 
I + 20t 

4tx 

... (20) 

... (21) 

Equation (21) shows that the constant ~ depends on the 
proportional pressure factor IX. 

Water-jar€ of the Dam -For the water· face the 
pressure difference P across the fabric is con tant, hence 
the following equation can be written from Equation 
(6) and by making use of Equation (8) 

or 

R= 

R ;~ ~[f ... (22) 

I + 20t 
4~ H ... (23) 

which indicates a circle of radiu R. The tentrc of the 
circle is on thc y-axis and is tangent to x-axi at the 
origin 0 (see igure I) . 

Periphery of the Dow/lstream Face: The length of the 
periphery S, can be written in the following form 

s 

S = I VI + Y 2 dx .. . (24) 

o 

and in the non-dimensional form 

~ = I v' 1 + 'f) ' ~ d~ . .. (25) 

The above equation can be written in the following 
form by making use of the subslitutiom used in 
Equations (12), (14), (15) and making use also of 
Equation (16) 

S 2Cl~ J de 
H =- {4l{'+:x2)l/2 J J- 4lX{3 ... (26) 

Sin20 
41X~ TIX~ 

The above eq uation can bv integrated in termS of 
the elliptic integral of the first kind. in the form of 
Equation (3), given in the text. 
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SYNOPSI 

In certain applications such as automated irri~ation systems, lateral weirs are 
housed in open channels in which spatially decreasing flow occurs. When the channel 
bed slope and the friction slope are very small, spatially decreasing subcritical channel 
flow results in a rising profile in the reach containing the lateral weirs . This causes 
non-uniform distribution of weir outflows. For purposes of analYSiS, a single equivalent 
weir is considered and it is shown that uniform waler surface profile ensuring uniform 
outflow can be obtained by modifying the weir system geometry. The proposed method 
is simple and easy 10 construct, even in existing channels. 

Introduction 

Water is becoming universally accepted as a national 
resource. The increasing use of this resource suggests 
the need to adopt methods for its wise and efficient use. 
Intensification of agriculture in existing farmlands also 
points out the need to improve the existing methods of 
applying irrigation water. Conventional surface irriga
tion systems resulting in non-uniform application of 
water lead to increased runoff and deep percolation. 
Recently, methods such as automated furrow irrigation(l), 
cutback systems(!), etc. , have come ioto vogue. 

The lAteral Weir 

The side weir, also known as a lateral weir is a free 
overflow type outlet set in the side of an open channel 
which allows part of the liquid to spill over to the side 
when the surface of the flow in the channel rises above 
the weir crest. Useful information about the side weir 
can be found in the earlier papers by Ackers(3), Alleo(4) 
and Collinge(6). Recently, Subramanya and Awasthy(8) 

323 

have determined the variation of the De Marchi oeffi
cient, eM, with the Froude number of the flow . 

Automated Surface Irrigation 

Automated irrigation systems permit tht: use of less 
skilled labour besides allowing substantial reduction in 
the labour force required for farm work. Humphreyse) 
provides a useful summary of existing automalic surface 
irrigation systems. Sweeten et aiC) studied the uni
formity of discharge from a bank siphons set in the 
side of an open channel under conditions of spatially 
varied flow. Sweeten and Garton(8) have conducted 
field experiments to find the non-uniformity of outflow 
from multiple lateral weir systems. 

In the present paper, the methods of obtaining 
uniform discharge distribution along the length of the 
side weir by altering the geometric parameters of the 
weir system are discussed. 

Theoretical Consideration 
For purposes of analysis, it is convenient to examine 
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an equivalent single lateral weir in place of multiple 
weirs housed in the channel side. Jt is reasonable to 
assume that tbe outflow distribution will be uniform 
along th e weir span when the water surface elevation in 
the channel is unif rm along this reach. Uniformity of 
water surface elevation for spatially decreasing flow in 
the channel can be achieved by anyone of the following 
methods : 

where, 

and 

Ql = Y1VIB1 = Q*+[YVB1]"'ilend ... (2) 

Q* = ~ CM vii Ll13 /s (weir outflow) ... (3) 

h = water surface elevation above the 
weir sill. Also It = Y-s [Figure 1 (a)). 

The inlet Froude number is given by : 

FI = VI /v'2gY l .. . (4) 

(1) plain contouring of the channel bed Further, 
[Figure I (a» 

(2) plain contouring of the channel side 
[Figure 1 (b)] 

(3) plain contouring of the weir sill [Figure 1 (c)] 

Channel Bed Contouring 

Assume that the channel bed is originally horizontal 
and that friction losses are negligible in the section 
considered. For a rectangular channel whose bed is 
raised to a height Z1 locally in the vicinity of the weir 
[Figure I (a)] of length L, the basic equations of motion 
are given below : 

VJ2 V2 
Y1+2g = Y+2g +Z . .. (1) 

Stor! of weir Z End of weir 
ond hump ond hump 

FlgureICo):Contouring orchonnel bed lelevotion) 

,- End of contour 

Figure I (b) : Contouring of chonnel side (plonl 

StOl'l or weir End of weir 
i • 

I .. I 
• =-= ,.:::--==- -,- = 

~Wei" sill contour 

Figure I (CI:Contourong weir sill Ie levot ion I 

FIGURE I (a), (b) & (c). 

... (5) 

Since the water surface elevation has to be set 
uniform along the weir span, one can impose the 
following conditions: 

YI = Y +Z .. . (6) 

Consequently, from Equations (6) & (1), V = VI, 
and 

Q* B Z V' Q* ZI = I 1 I' l.e ., Ql = Y
1 

... (7) 

From Equation (7), one can compute the total rise in 
the channel bed hump ZI required to keep the water 
surface elevation honzonta! for toe given VI and the 
discharge ratio Q*/Q. 

Channel Side Contouring 

For the case where the channel side is contoured to 
provide uniform water surface in the Vicinity of the weir 
(Figure I (b)], the following equations hold good : 

... (8) 

... (9) 

For the water surface elevation to be uniform 
Y) = Y and V1 = V. Hence the side contraction b 
[Figure! (b)] is related to tbe discharge ratio as follows: 

b Q* 
B1 = Ql 

.. . (10) 

with b = B2- BJ 

Weir Sill Contouring 

For the case where the 'Weir sili is contoured to 
provide uniform head causing lateral flow along the 
weir span [Figure ) (c)], the differential equation 
governing the flow is given below: 

dY SO- Sf- Ql/gA2 (dQ/dX) 
dX - 1- £ 2 

... (11) 

wbere, 

F = V / v' gY and Ql = B) Y1 Vi 

Let q* be the constant outflow per unit length of the 
weir. 
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Sinc~ the channel floor is horizontal and friction is 
neglected, one can rewrite (II) after simplification, as : 

dY Vq* 
dX - Bl(gY-V:) 

The specific energy £ = Y + (V'J. j2g) is constant and 

V = V2g(£-Y). 

Hence, 
dY v'flq*vE Y 
dx - Bl[gY- 2g (E- y)1 
dY KVE- Y . .. (12) or 
dX = 3Y-2E 

where, K = v'2g q*JgBl 

Equation (12) is a simple differential equation which 
can be easily integrated to determine the variation of 
the water surface profile along the weir span. The 
boundary condition is Y = Y1 at the start of the weir. 
Accordingly, upon integration, one gets 

2£8/2 
X = J( l'l)l(I-l)t)1 /2_1)(I_ 'fj)I/J] . .. (13) 

where, 
y 

1) = E 
Y1 

and '1)1 = £ .. . (14) 

Having obtained the water surface profile, the weir 
sill can be contoured to provide a uniform driving head 
[Figure 1 (c)] along the weir span. At any location X, 
the sill level s of the weir can be obtained using the 
following relation : 

(Y-s) = (Y1-S1) 

Experimental Verification 

The Test Set-Up 

A few preliminary tests were conducted in a rectan
gular steel plate flume which housed a lateral weir. The 
flume was 18 in. (45.7 cm) wide and 15 in. (38.1 cm) 
deep (Figure 2). The sharp edged lateral weir was J 8 in . 
(45.7 em) wide and the sill of the weir was 3.86 in. 
(9.7 cm) above the floor of the channel. Sufficient entry 
and exit and lengths were provided to reduce external 
interference effects in the vicinity of the weir. The 
depth measurements were made with a point gage and 
the inflow into the test flume was metered by an orifice 
meter. The weir flow was measured with the help of a 
90° Vnotch. 

The tests reported are limited to preliminary studies 
to determine the effectiveness of the channel floor hump 
in providing a uniform water surface profile, which in 
turn is assumed to provide uniform spanwise weir out
flow distribution. The depth measurements were made 
along tbe center line of the channel. A plexiglass sbeet 
hump of 1 in. (2.54 em) height was set in the weir 
section as shown in Figure 2. Tests were made with and 
witho ut the hump in place. 

Discu ion of Rc uUs 

The test data related to the center line flow pr file 
along the weir pan is shown in figures 3 & 4. The 
rising flow profile for the no·hump C8,e is ehnrllcleri tic 
of sub-critical flows. The uSe f the I in . (2 .54 ern) 
hump provides the nearly horizontal water urface prollle 
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when the ratio Zl/Y1 is close to the discharge ratio 
Q./Ql' Consider it as the design condition, the 
beha viour of the surface profile can be examined for off
design cases when the hump is present (Figure 4). When 
the ratio Zl/fl is not equal to Q·fQ, the flow gets 
accelerated or decelerated in the channel as it oegotiates 
the hump and thi s results in a falliog (Yl > Y+Z1) or a 
rising surface (Yl < Y + ZI) profile which is indicative of 
non-uniform outflow distribution. This is also indicated 
by Equation (I) . 

Conclusions 

(I) Simple geometric changes to the channel floor, 
channel sides or the weir sill are shown to 
provide uniform water surface profiles which in 
turn are expected to provide uniform flows 
lateral outlet systems. 

(2) The preliminary results related to the use of a 
hump on the channel floor appears to be effective 
in ensuring a uniform surface profile for design 
conditions (Q·/Ql = Zl /Y1)· 

Notations 

b = side contraction 
B = channel width 

Bl = channel widih (at entry) 
B2 = channel width (at exit) 

eM = weir coefficient 
E = specific energy 
F = Froude number 

Fl = Froude number (at entry) 
K = a constant 
L = weir span 

q. = outflow/unit length 
Q. = weir outflow 
Q = channel discharge 

Ql = channel discharge (entry) 
s = weir sill height 

SI == weir sill height (at entry) 
So = channel bed slope (0) 

Sf = friction slope (0) 
V = channel flow velocity 

VI = channel flow velocity (at entry) 
X = distance from eotry end of weir 
Y = channel flow depth 

Y1 = channel flow depth (at entry) 
Z = hump height 

ZI = hump height at exit 
'YJ = ratio of Y to E 

111 = ratio of Yl to E. 
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YNOPSI 

The paper describes a geomorphological approach in deciphering ground water 
from aerial photographs of a part of A san Basin in western half of Doon Valley. The 
technique involves deductions of properties of deciphered surface formations. A 
large part of the photo interpretations is based on landscape indicatory studies. 
A erial landscape methods have been fruitfully used wherein such methods aI/ow to 
readily observe, certain indicators over large areas. The method of hydrological 
deciphering incorporates observations and inferences from air photos. The validity of 
in fer pre tat ion has been checked in the field. 

The diverse geologic-geomorphic system in Western Doon Valley called for the 
need to construct a water resource characteristic map. A hydromorphological map 
prepared in this regard is considered useful in deciphering features of ground water of 
the "Intermontane hallow" in which Asan assumes a more or less Central position. 
Geomorphic. vegetatioll and structural indicators of ground water have considerable 
bearing on the ground water situation of the area. The lower realm of " PrinCipal 
Doon Fan" and alluvial terraces are rated as productive aquifers to support good deal 
of irrigation-agriculture. 

Application of the technique of air photo-interpretation in hydrologic data 
acquisition would achieve the purpose accurately and readily. 

A prolific growth in population and ever expanding 
technology place demands on our natural resources. 
Humanity, however, can no longer treat his resources 
strictly according to immediate economic dictates; a 
balance must be struck between short·term demands of 
technological and industrial development and the long
term effects on the environment. 

shape, size, and location of objects. Panchromatic 
photography has, thus, been found most useful in 
mapping geologic, geomorphic, structural and vegetation 
indicators of ground water. This technique utilizes, 
largely a geomorphic approach in describing environ
mental characteristics accurately and readily in forms 
suitable for analysis and prediction of cause and effect 
relationship in hydrology. Basic data acquired by 
interpretive technology have been utilised in preparing 
resource characteristic map. 

The authors wish to examine here basic and quick 
method of hydrologic data acquisition. The technique 
for such an appraisal is one of air photo-interpretation. 
The black and white aerial photography has been used 
stereoscopically to obtain accurate measurements of 
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Hydromorphological map of part of Asan Basin has 
been constructed to describe static and dynamic elements 
of geohydrologic system in western part of Ooon Valley. 
We have chosen to present our resources information 
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at a photo scale, I :60,000. This scale provides reason
ably detailed information in the mapping and description 
of ground water features. 

The methodology is, however, thought to prove 
stimulus in the exposition and extension of technique of 
air photo-interpretation to hydrogeological surveys 
and making quick appraisal of events. 

Area of Study 

Location and Extent 

The area chosen for hydrogeomorphological descrip
tions is that part of Western Doon Valley lying between 
this Sub-Himalayan belt in the north and Siwdlik belt 
in the south, within which Hows the Asan River in a 
westerly direction . The area of our study also includes, 
partly, Trans- Yamuna area. The entire area lies approxi
mately between 300 19' north latitude and 7r 37' east 
longitude and forms part of Survey of fndia topo
graphical sheet No. 53F. It i 25 km from east to west 
and 12 km from north to south. 

Geographical Features 

Asan Valley and Trans-Yamuna area is divisible into 
three physiographic ul,1its, namely : 

(a) The Sub·Himalayan belt in the north, 
(b) The Siwalik belt in the south, and 
(c) The synclinal depression in the middle. 

Mean annual rainfall for the area is 2,199 mm. 
Ambari hill forest records 1,865 mm of rainfall. The 
whole climatic year is divisible into three seasonS each 
constituting four months: ' 

Winter Seaspn 1904 mm 

Summer Season 

Rainy Season 

2007 mm 

94mm 

The rainfall intensities are high and they are respon
sible for high peak fl ows. The area has been endowed 
with thick forest vegetation which is considered good 
in hydrologic Sense. 

Asan Basin 

Asal~ Basin has an area of about 681 sq km with 
Asan bewg the trunk stream, Howing in a west-n .mh
westerly direction. It bisects the basin ioto two 
unequal halve , the northern half having larger areal 
extent. ASan River gives the b.1 in an asymmetric lo ok 
and the valley thus bears dextral asymmetry. 

Asan forms confluence with Yamuna near Paonta, 
where anotller stream, the Giri River meets River 
Yamuna little upstream of Asan-Yamuna confluence. 
The northern tributaries of Asan have larger catchment 
area than those issuing from Siwalik hill range in the 
south. 

The left and right-hand hill torrents of the basin 
have seasonal How. The upstream course of right-hand 

slope tributaries is perennial but tbey readily lose track 
in their lower reaches on crossing permeable gravel-fan 
deposit of Himalayan piedmont plain. The upstream 
course of such tributaries is fed partly by spring seepage 
and partly by base Howat the foot of Sub-Himalayan 
range. Similarly, the tributaries which originate in 
sandstone strata of Siwalik range and drain the left
hand slope of Asan Basin do also behave as perennial 
channels. They too, become suddenly absorbing streams 
when cross the piedmont-fan realm of Siwalik clothed 
with dense 'bhabar' sal forest. Asan, thus, has perennial 
How character governed by base flow component of 
runoff water. 

Antecedent moisture condition for the basin works 
out to be AMC-flf, since 5·day rainfall total for 
growing season exceeds 53.3 mm. AMC-I[[ condition 
meanS the higbest runoff potential. Antecedent moisture 
condition is an index of watershed wetness and the 
watershed is practically saturated from antecedent 
rains. 

Table I shows certain characteri tic features of Asan 
Valley having bearing on hydrogeological system. 

TABLE I 

Characteristic Left-hand Right-hand 
slope slope 

1. Declivity Steep slope Genlle slope 
5° to IOU H U to 5" 

2. Moistness Wet due to Variably dry and 
thick 'Bhabar' wet due to sporadic 
sal forest forest cover 

3. Surface mantle Coarse, well Fine, sub-angular 
of stones rounded to Sub-rounded and 

platy fragments 

4. Piedmont MIxed sal Oak sal forest 
vege1ation forest 

S. Density of Dense cover over Open to dense 
cover 80 percent density cover 

6. Drainage Medium ; absorbing Medium high; 
density streams ab orbing streams 

7. Postulated most Slope wash due to Debris flow 
important creep 
process 

Photo-Geomorphology 

The mapable features of the valley, in terms of Hood 
plains, alluvial terraces, piedmont-fan deposit, etc. have 
been identified from aerial photographs. One 'of the 
first step in the study of hydrogeology is, therefore a 
comprehensive effort in photogeology. For the prep~ra
tion of comprehen5ive geomorphic map(s) large part of 
geomorphologist deals with distribution and boundaries 
of laadsurface. Photographs enable one to survey the 
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area readily through perspective view of large terrain 
and yield adequate data, simultaneously. 

Geomorphology discussed, herein, is related to the 
study and distribution of landforms and various salient 
but obvious processes that prom te ~ rmation of specific 
geomorphic form s. A descriptive geomorphology has 
been attempted from mere photo-interpretation and the 
validity of conclusions is field checked. The area has 
been divided into different geomorphic regimes depend
ing upon the allowance of scale. A reference in this con· 
nection is made to Figure I with explanatory notes. 

Landforms show the imprint of internal crustal 
movements, erosion and deposition. Tone and colour 
patterns, tonal alignments. irregularities in topography 
and drainage patterns indicate variation in conductivity 
of soil and vegetation. Both soil and vegetation are 
related to geomorphic features . 

Morphological description of some important 
geomorphic units is given below. The distribution of 
these is shown in Figure I. 

FIUI'ial Morphology 

In an analysis of geomorphic surfaces, the first step 
is the consideration of photo scale. Different landforms 
have different image and spatial look on air photos . A 
second consideration which receives an immediate atten
tion of eye is the presence of major/minor relief 
features. 

Landforms of the area are of fluvial nature. Fluvial 
forms call for the study of : (i) valley distribution. 
(ii) congurent and incongurent drainage patterns and 
(Iii) the accumulation and erosional forms. Accumula· 
tion forms include: 

(a) valley floor, 

(b) flood plain, and 

(c) uplands. 

Alluvial deposits are thus developed into three types . 
Theyare: 

(a) channel sediment, 
(b) flood plain deposit, 
(c) fluvi al terrace, and 
(d) alluvial fan. 

Stream Morphology 

Streams originating from Himalayan and Siwalik 
ranges have variably incised their courses. Their gra · 
dients ar¢ steep and they carry heavy sediment load. 
The headWater portions of tributaries have perennial 
drainage. The vertical incision is common with such 
tributaries when they deeply carve in their headwaters 
through the Siwalik strata. The erosive power and 
perennial character of such tributaries is exhausted as 
they cross the piedmont-fan realms in their lower 
reaches. By al\d large, the streams of Asan Valley have 

graded long profile and have developed large flood 
plains along their cour eS. They are, therer re, clas ed 
as matured streams. The lateral ero ion is a comm n 
feature with streams of Western 0 on Valley. They are 
generally f aggradational nature. The main elTect of 
such an ero ion is the loss of agricultural land ndjacent 
to trcam beds. The stre m widening is a cribed to 
exces ive channel bed infiltration . 

Braided Channels 

Trunk streams as well a their lributaric~ in Western 
Doon Valley are braided. High intensity of rainfall . 
moderately steep gradients and large supply of oarse 
detritu~ from uplands are some of the factor re p;)nsi· 
ble for formation of braided channels nnd braided 
deposits. Sand bars having downstream elongnti n 
are a common feature of braided streams. Riverine 
vegetation have occasional association with sand bars. 
Braided nature of streams accounts for the occurrence 
of coarse permeable materials in their channels. 

Flood Plain 

The lateral and longitudinal migration of alluvial 
rivers have generated new flood plain land~ in about 
two types of accretion: 

(i) Sand bar or island , and 

(ii) Sheet. 

Flood plain deposit distribution is shown by area 
symbol in Figure 1. A more or less smooth outline of 
landsurface, mottled texture due to variation in soil 
moisture and vegetation. topographically low-land 
strewn betwecn the pre ent-day channels and higher 
fluvial system, are some of the diagnostic photo element 
of flood plain region of st reams. They mostly comprise 
pebble-gravel assemblage and porhaps been formed n~ 
a single sheet by accretion. Dark colour plumes on the 
flood plains in air photos i index: of moisture c nleot 
and shallow ground water. 

Himalayan Piedmont-Plain 

The plain is the product of coalescence of older 
alluvial fans. It is built up by debris swept ou t by Sub
Himalayan drainage. Piedmont.plain has a concave 
upward profile with the mountain front. The main 
boundary fault forms a topographic break between hills 
and the piedmont-plain. The upper segment of the plain 
bears steeper slope aod entrenched drainage having flat 
b ottoms. It is variably dissected . The lower segment 
of the piedmont is a colluvial plain . Piedmont-plain 
constitutes comparatively fine clastics. They are angular 
to sub-rounded and platy fragments of quartzite lime
stone, phyllite and shale. This i.s the prinCipal alluvial 
fan deposit of the vaHey. 

Siwalik Piedmont-Plain 

This plain developed along the left flank of Asan on 
the dip controlled topography of Upper Siwalik st rata. 
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The plain has distinct break in slope with Upper Siwalik 
boulder bed. It is, a<;cribed po sibly to the longitudinal 
down-shift of solid debris by hill torrents accentuated 
by the action of creep on permeable fan-deposit. The 
deposit constitutes well rounded boulders and gravel of 
quartzite. It is clothed by thick sal forest vegetation. 
The drainage on the fan-deposit is ephemeral. 

Alluvial Terraces 

Water borne dep05its have been differentiated into 
various terrace levels along the stream courses. The 
oldest or the highest are characterized by erosional 
development along their scarps. The low level terraces 
are accumulation terraces. 

Photo-elemental studies in conjunction with field 
checks have revealed that accumulation terraces bear 
rela.tively high permeable material assemblage than 
erosional terraces. 

Solij/uctiollal Fan-ridge 

Upper Siwalik fan-ridge making the Ambari hill 
watershed has rounded topography. The rounded 
crestline and conveleity of slope on the ridge are 
produced by the action of cre::p on permeable solifiuc
tiona1 fan. The ridge comprises permeable boulders 
and gravel held loosely in si lty and clay matrile. It is 
densely vegetated. This upland serves recharge area 
for fluvial terrace plain fringing it. 

Hydromorpbology 

This chapter deals with method of extraction of 
hydrogeologiC information from aerial photography and 
hydrological evaluation of morphological features. 
Hydromorphological map (Figure I) divides the area 
into various geomorphic units which are geologically 
homogeneous. The preparation of such special purpose 
res urces map by conventional method of mapping 
would be time consuming and much less informative as 
compared to the method of air photo-interpretation. It 
may be of importance to nO.te that the interpretation of 
this area from air photos has taken only 12-man 
hours besides cartographic work. Such work is, however, 
directly related to tbe experience and capacity of an 
interpreter trained in the discipline. 

Photo Hydrological Mapping 

Hydrogeologic mapping from air photos is based on 
landscape-indicatory studies and the approach used is 
one of geomorphic. The notes record methods of hydro
logic deciphering wherein the result of observations 
and inferences from air photos in conjunction with field 
data, have been incorporated. A careful interpretation 
based on terrain analyses method, which utilises 9-steps 
provides valuable information on the surface drainage 
condition, morpho-con ervation patterns, spring seeps 
and marshy lands, soil and channel bed infiltration and 
10 ing and gaining reaches in the streams. Sub-surface 
condition can be analysed from study of well records in 

conjunction with alluvial morphology inferred from 
aerial photographS. 

Various terrain analy es methods in thi s respect are ; 

(I) Stream course delineation, 
(2) Drainage pattern and form aonly es. 
(3) Drainage and sub-basin delineat ion, 
(4) Landform analyses, 
(5) Drainage teleture analyses, 
(6) Tone-texture analyses, 
(7) Fracture pattern analyses, 
(8) Outcrop pattern analyse , and 
(9) Geobotaoical analyses. 

Some of the ob ervations and inferences of geologic 
and gr und water conditions from the study of aerial 
photographs are brought out here. 

A qualitative descripti n i given below. 

(A) WATER FSATURES AT THE LANJ)SURPACI' 

(I) D_r.ainage Dens(ty: It ha~ direct bearing on the 
p:::rmea?dlty of mltenals. Drainage density i inversely 
proportional to base flow in the area. 

Stre~ms drain~ng the piedmont-fan deposit ~ have 
low draInage denSity . They arc braided and cphemeral. 
The chan~els have wi.dth greater than depth . The wider 
cross-secttOn and braided nature of streams is a fUllction 
of permeability of thc materials. Such t:hannels are 
expected t register excessive channel-bed inftltrati on . 

Landforms on lower aod middle Siwalik have 
relati vely high drainage den ity. They are the tracts of 
rather low permeability. 

Ambari hill watershed forms upland . It has a 2.24 
km/km2 drainage density and infiltration number valued 
at .1.104. Infiltrat~on number directly reflects the perme
aollity of a depOSit. The higher the infiltration number 
greater is the permeability. Hence, thi s watershed has 
greater infiltration pOSSibilities. The infiltrated water 
and overland flow is thought to recharge tbe alluvial 
piedmont-plain fringing the Ambari ridge. 

Fluvial terrace regime form table-land. They are 
devoid of drainage lines. These are the areas of rather 
high permeability. They are considered to obtain 
recharge by subtraction of overland fl ow. 

(2) Localized Gain or Loss of Stream Flow: Perennial 
streams of Siwalik become losing streams when Ihey 
eoter the subrecent-fan deposits. The losing nature of 
streams is also a function of recharge in 'the piedmont 
materials. The Asan aod Yamuna are gaining streams. 
The ground water in piedmont-plains is a sequel to 
topography being deeper in upper reaches and Shallow 
in their lower segments. 
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(B) CHARACTER AND AERIAL DISTRIBUTION OF ROCKS 

(I) Specific Type(s) of Rock(s) and Geomorphic 
Regimes: Flood plain deposit is tract of rather very 
high permeability having greater possibility of bank 
storage. Black colour plumes on the flood plain in air 
photos are related to the hydromorphic nature of the 
soil. Such evidence permits inference on the occurrence 
of shallow ground water in such a deposit. Recharge 
to this unit is partly effected through infiltrated water 
from contiguous piedmont-plains. Shallower ground 
water is expected to occur more or less along the inter
face of Himalayan piedmont-fan and flood-plain 
deposit of Asan River. 

(2) Spatial Form and interrelations of Rock Units : 
The dissected zone of Upper Siwalik comprises clay 
and gravel beds. Jt is a zone of low transmission. It 
is probably an aquiclude with Siwalik piedmont-fan 
deposit representing aquifer above it. The Upper 
Siwalik beds in their up-dip exposures are expected to 
conduct water down-dip towards Asan Valley. The 
thickness of Siwalik fan deposit is expected to be small 
because of the shallow dip of the underlying bed-rock. 
The width of Siwalik fan deposit is also lesser as 
compared to Himalayan fan deposit. 

(C) GEOMORPHIC INDICATORS Of GROUND WATER 

Some geomorphic features have been taken to 
indicate the location of ground water. The principal 
piedmont-plain or "bajada" formed by the coalescence 
of alluvial fans which occur on the Himalayan slope 
may serve as excellent source of ground water. The 
lower realm of this plain is expected to form principal 
aquifer in Western Doon Valley. 

The recharge to the principal aquifer possibly taken 
place by infiltration through the soil and subsequent 
percolation through the coarse boulder-gravel assembl-
age, during and after periods of heavy rainfall. 

The second mode of recharge may be by channel 
bed infiltration. The base flow, at the foot of mountain 
in the north, is yet another source of recharge. 

Fluvial terrace regime of Yamuna and confluence 
terrace plain of Yamuna-Giri River would likely hold 
appreciable quantities of ground water in their 
permeable materials. Fluvial accumulation terraces 
would expectedly bear higher permeability and ground 
water than fluvial erosional terraces. They are inferred 
to bear shallow ground water than their higher piedmont 
realms. 

Riverine forest vegetation on islands of streams and 
flood plain deposits has been taken to account for the 
occurrence of shallow ground water. Such areas have 
high infiltration opportunities. 

(E) STRUCTURAL INDICATORS OF GROUND WATER 

Jntermontane hallow of Asan Valley having synclinal 
disposition together with its alluvial-fill establishes 
conditions favourable for formation of ground water 
basin and medium artesian basin. Thrust planes and 
their sheared zones offer greater opportunity for 
infiltrated waters to recharge the Asan Valley-fill. Intra
thrust zone comprises shaly material and is an area of 
low transmission. The rocks of Krol to the north of 
Krol thrust have more or less perched synclinal 
disposition. The obsequent drainage is expected to 
gather discharge by way of spring seepage and base 
Bow. 

Surface Runoff and Ground Water Runoff 

Surface Runoff: Overland Bow is distributed down 
the valley slopes as sheet and rills. This has distinction 
with channel Bow in which broad and Bat bottom 
drainage channels are confined by lateral banks. Over
land Bow on the Siwalik piedmont slope with thick 
vegetal litter mat on forest Boor possibly carry concealed 
flow. Overland flow in the area is directly proportional 
to the rate of precipitation and length of slope but 
inversely proportional to both, the in11l1ration capacity 
of tbe soil and resistance of the land surface. The steeper 
upper realm of Himalayan piedmont generates faster 
overland flow and moderately intensive erosion. 

Table If has been prepared to outline the runoff 
producing characteristics in the basin. 

Designation of 
watershed 

cha racteristics 

t . Relief 

2. Soil 
infiltration 

TABLE II 

Left-hand 
basin slope 

Right-hand 
basin slope 

Rolling witb average Relatively fiat land 
slope of 5 to 10 per- with average slope of 
cent on Siwalik 0-5 percent (25) on 
piedmont (50) Himalayan piedmont 

Deep loam gravel. 
coarse textured soil 
that takes up water 
readily and rapidly 
(5) 

Deep loam gravel, 
relatively medium 
coarse textured soil 
that takes up water 
rapidly (5) 

(0) VEGETATION INDICATORS OF GROUND WATER 3. Vegetal cover Good to excellent; 
about 90 percent 
drainage area under 
sal forest (5) 

Fairtogood ; about 
50 percent of the 
area under forest 
vegetation; rest of 
tbe area is clear 
cultivated (10) 

Certain type of plants are fairly reliable indicators 
of ground water. Thick sal forest vegetation on Siwalik 
piedmont-fan deposit has been considered good in 
hydrologic sense. The thick canopy density of the 
vegetation stand is likely to intercept large amount of 4. Surface 
rainfall. But it would on the other hand reduce surface storage 
runoff during monSoon and conduct sub-surface flow to 

NegUgible surface Negligible surface 
depression; rare depression rare 
marshy or hydro- ponds (20) 
morphic soil (2) 

the Asan River. 
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For the hilly tract north of the thrust, the runoff 
producing characteristics are given in Table III. 

1. Relief 

2 . Soil 
infiltration 

3. Vegetal 
cover 

4. Surface 
storage 

TABLE III 

Hilly with average slopes of 10 percent to 30 
percent (30) 

No effective soil cover; rock with thin soil 
mantle (20) 

No effective plant cover, sparse cover (20) 

Negligible 

Streamflow hydrograph has been prepared for Asan 
(Figure 2) based on the discharge data collected from 
the gauging station at Oalipur. The high flows during 
August through September are the result of high 
intensity rains over large parts of the drainage area. 
Generally. there are about two major peak flows during 
above period with recession to medium stages between 
storms. During winter months there is a gradual 
recession in the flow. The seasonal flow characteristic 
of northern tributaries of Asan Valley is higher than the 
southern tributaries. 

Base Flow 

Ground water runoff or base flow is that part of 

precipitation which infiltrates into soil or to the water
table and then expected to percolate in the ASl\n River 
channel. The po sibility of the occurrence of base flow 
can be read from air photo but the volume of its flow 
can be measured from stream hydrographs. Such a 
data is useful in e timating recharge to the aquifere ). 

The hydrograph of Asan River shows the effect of 
base flow and surface water flow. The river receives 
prolonged base flow during August and eptember. It 
is seen to recede thereafter and before on et of 
monsoon as observed from base flow recession curve 
(Figure 1). 

Su tained Bow in Asan River indicates that highly 
permeable aquifer is contained within the drainage 
basin. Water infiltrating into the coar e materials of 
upper piedmont slopes and braided river beds may 
emerge in areas further downstream and increase the 
base flow. 

Conclusions 

Air photo-interpretation of hydrom rphology of 
Asan Basin, Western Ooon Valley, ha been brought 
out with sole purpose of expo ing this teChnique of 
deciphering ground water to the students of its interest. 
The technique utilises morphol gical approach. Hydro
morphological map is an illustrative example of 
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delineation of hydrologically homogeneous landscapes. 
Each morphological regime is hydrologically evaluated 
aDd the legend to the map is self-explanatory. 

Alluvial valley in the area occupies shallow 
depression bounded ~y Siwalik hills. in the south at;td 
Sub-Himalayan tract In the north. Piedmont-fan deposits 
or " bajada" and fluvial river terraces are among the 
common landforms having sound hydrologic properties. 
Essentially, the lower realm of Himalayan piedmont
fan is considered to bear large ground water potentials. 
Fluvial accumulation terraces afford greater possibility 
than fluvial erosional terraces in obtaining ground water 
supplies by way of wells and tubewells. Flood plain 
deposits have Jarger bank storage possibilities and ideal 
situation to irrigation-agriculture by dug wells. 

Runoff producing characteristics operative on right 
and left-hand slopes of Asan Valley have been cata
logued. Erosional processes accentuate larger runoff 
on the right-hand side slope. Sustained flow in Asan 
River as observed under stereomodels of winter air 
photography and checked by field observations indicate 
that a highly permeable aquifer is contained io the 
Western Dooo Valley. This aquifer ·is the piedmont
fan aquifer. 

Qualitative analysis from air photos is a first attempt 
of its kind in describing features of ground water of an 
Intermontane hallow. Geomorphic, vegetation and 
structural indicators of ground water have central role 
in such interpretations. Aerial landscape methods are 
considered useful in the acquisition of hydrogeologic 

data and compilation of water resource characteristic 
map(s). 
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YNOPSI 

A study has been made of the transf er ofradiolluclides ooSr , m c s, ~oFe. 65Z n , 
tIOCo , MMn , IUCe, of the Black Sea water ;n samples of sediments on the Black Sea 
ground taken over from different pOints of the Romanian Coastal region . For deter
mining the diffusion coefficients of these radionuclides, the following methods were used : 
the method of sedimentation , method of the thin layers and the method of suspension . 
The sorption mechanism is affected by the physico-chemical properties and for biologi
cal conditions of sediments different analyses were made by using chemical and physical 
methods: the global chemical analysis of the sediments and chemical analysis of the 
Black Sea water, determination of soluble salts. cationic-exchange capacity and identi
fication of mineralogical composition using the method of X-ray diffraction and 
infrared absorption spectrometry. The analyses effectuated indicate that from the 
point of view of composition, the analyzed samples are grouped themselves into two 
different categories, some with a high content of CaCOs• others of Si02 and clays. 
It has been established that the content of clays increases appreciably sorption capacity 
of187Cs. It is observed that the samples with high content from CaCOa and with a close 
mineralogical composition have not the sami? sorption capacity for some radionuclides, 
thus indicating that the sorption phenomenon is very complex and that the factors 
upon which this phenomenon depends are not yet known . Th e d!ffusion coefficient 
value obtained indicate that the analyzed Black Sea sediments pr~sent a high exchange 
capacity and can serve as depol/utant for some radionuclides . 

The sediment particles have tbe propriety to remove 
~he radionuclides from tbe sea water and to concentrate 
them at the bottom of the sea, contributing thus to the 

process of depollution of the sea water. This migration 
process of the radionuclides in sediments can be 
considered at the first approach as being a diffusion 
process. The physical bases of this process, different 
mathematical limit cases as well as experimental 
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methods used, were fully described in papers (1)_(4). 
The presence of radionuclides in the Black Sea water 
and in sediments from the Black Sea bottom brought 
into evidence in Ref. (7), permitted the establishment of 
the transfer of different materials from water in sedi
ments. The studies effected with radionuclides and the 
Black Sea sediments of the Black Sea bottom, indicated 
that these sediments present a high sorption capacity 
for some of the radionucJides(8). For the present paper, 
many problems of .the r.adionuclides dynamics in ~he 
region of the Romanian LIttoral of the Black Sea which 
due to the Danube influences, present certain parti
cularities were studied. Sorption processes of the 
radionuclides in particles of sediment are affected by the 
physico-chemical properties and by the mineralogical 
structure of these sediments. by the conditions in which 
the sorption takes place: pH and salinity of the sea 
water, concentration of the stable isotope in sea water, by 
biological conditions, as well .as by t~e chemical n~t~re 
of the radionuclide used. Wlth the aim of determlDlOg 
this dependence, different analyses have been effectuated, 
using physical and chemical methods of analysis. 

Model of Uptake and Preparation of amples 

Samples of surface and deep water have been 
collected from the Musura gulf starting from the point 
Cardon to Mangalia-Vama Veche (Photo 1). The deep 
sample were taken from the Same points from where 
also the sediment samples were collected. Sediment 
samples were collected starting from the Stambulul 
Vechi inlet and Musura gulf to Varna Veche (228 km). 
The depth from wbich the samples were collected varied 
from between 10-12 m, the distance from the shore being 
S-1 km. The samples were extracted mechanically, the 
thickness of the blocks being""'" 10 cm. A t the depth 
from which the samples were taken up, the bottom of 
the sea is pretty uniform as relief and flora all oVer the 
length of the Romanian Littoral, with the exception of 
Agigea zone, where the land is troubled, where there are 
huge blocks and sea-walls in a form of stairs towards 
the depth, deep cracks and pits. The remainder is 
covered by the alternations of the chelate stone, sand and 
clusters of plants composed of fungus Ulva and brown 
fungus (Photo 2) (9)(10). The silt is not to be found at 
these depthS, except in deep pits, where the currents can
not operate. 

The surface water salinity did vary from between 
10-16 percent (pH 8-8.2) as a function of the place from 
where sample was taken. Tlhe salinity of the deep 
water varied up to 20 percent. The water was filtered 
through MilJipore filter 0.45!-t. In some tests the 
following parameters were determinated which charac
terise sea water and sediments used in the anaJysis : 
electrical conductivity, viscosity, capillarity of interstitial 
water, porosity, dimensions of the sample grains, density 
of sediment suspension and electrokinetic potential. 
Some of the resul ts were presented in Refs. (I 1 )-( 13). 

Petrographic Analy is 

The sediments have been analyzed by the optical and 
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PHOTO 1 : Chart of the Btack Sea Romsl\lan Coast. 

PHOTO 2. 

polarization microscope. The calcareous mass mostly 
represented foraminifera scbells, amongst wbich there 
were bivalvous ostracode schells, calcareous fungus, and 
organic rests inside the calcareous mass. 
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Analysis by Neutron Diffraction Method 

The crystalline properties as well as those magnetic 
ones of tbe crystals, undergo different phase-transforma
tions under the influence of pressure and temperature. 
The structures of the minerals of the marine origin were 
relatively little studied from this point of view, so that 
these characteristics cannot yet be used as indicators 
for the dynamic and static characteristics of the sea 
bottom. By effecting the analysis by the neutron 
diffraction of some samples taken from the Black Sea 
bottom, it could be established that neither temperature 
and pressure conditions, at which the rocks had been 
formed at the bottom of tbe Black Sea-the Romanian 
Littoral-nor the biological conditions, specific to the 
Romanian Littoral in which organic combinations had 
been formed for ex. hematite, had not influenced their 
magnetic properties, hematite properties of marine 
origin being identic with those of hematite of the earth's 
crusW·)(l6). 

Analysis by the X-Ray Ditrraction 

Analysis by the X-ray diffraction has been effectuated 
by using an automatic diffractometer URS·50, the tube 
of the X-ray having an anode of Fe. It was considered 
AFt Ka. = 1.932076 Xx; a filter of Mn was used. 
In Figures 1 (a) & 1 (b) are represented the diffracto
grams tbus obtained. For each sample there have 
been effectuated two diffractograms. A recording was 
made of the natural sample, and the second one from 
which carbonates were removed by leaching them 
with the weak acid. 

15 
3 

Using the indicated method in Ref. (17) (18), the 
chemico·mineralogical composition of the analyzed 
samples was established('O). The amples were taken 
from the following zones : 

(1) Mamaia, (2) Agigea, (3) Varna V che 
(4) Mangalia (Table 1). 

Infrared Absorption pectral Aoaly i 

The infrared absorption spectrom ter UR-IO K. 
Zeiss Jena with double fascicle null optic and with 
three dispersion prisms was u ed. The same as in the 
case of the analysis by diffraction of the X-ray, two 
spectra were traced, one spectrum on the natural 
sample. and the other on the sample from which the 
carbonates were removed. In Figures 2(a) & 2(b) are 
represented the spectra tbus obtained(lO)(19). 

Spectrographic ADalysi of the Sediment amplcs 

The spectrographic analysis has been effectuated by 
u ing a spectrograph with a diffraction grating the type 
PGS-2 GDR and the ultraviolet region of the spectrum 
comprised between 2,200 A and 4,600 A. The presence 
of the following elements in the sediment samples could 
be determinated Ca, Mg, Fe, Mn, AI, St. There were 
also identified the trace elements contained in these 
sediments. In Table II are shown the results of the 
spectrographic analysis of the rock sample from the 
continental platform of the Black Sea (between 
Constantza and Mangalia) collected in 1968t:l1). Analyz
ing the results. it was established that a higher 

LeU carbonote, 

Natural somple 

7 4 

FIGURE 1 (a): X-ray dlll'ractloR analysiS of tbe sediment sample from Mamala. 
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I. Quartz 
2 . Calcite 
3 . Fe2,0"H.t0 
4 · Montmorillonite 
!i . Chlorite 
6 . Illite 
7. Dolomite 
e. AragOnite 
g . Felspora 
10. Mognesite 
II. Rodochrosite 

12S6roggl90 eo 70 60 50 

Less carbonates 
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6 6 4 

z 
Natural sample 

40 30 ZO 10 

FIGURE 1 (b) : X-ray diffraction aoalysli of tbe sedlment sample from Agigea . 

N 
C> • 

FIGURE :z (a) : Infrared spectra of the sediment sample from Mamala. 

concentration of Ti and Ba occurred in the analyzed 
samples, which can be explained by the ionic exchange 
with calcium, especially from the calcite, which 
predominates the analyzed sample. 

The quantity of iron oxide accumulated in rock is 
relatively large. The large quantity of titanium can be 
attributed to the fact that iron oxide collects titanium. 
Concentration of Nt and Cu depends on the quantity of 
Mn(!2). In case of the samples studies, the contents 
of Mn are smaller than the iron, the rate Mn/Fe=6.8 10-' . Generally, it has been, however, established that in case 

of marine samples, the quantity of the trace elements 
is a little smaller than the average value of their content 
in terrestrial samples. 

Chemical Analysis 

(a) Chemical Analysis of Black Sea Water 

ELECTROKINBTICAL POTENTIA L 

With the purpose of establishing of the elect~jc 
charge of sediment particles as well as of the modifica
tions of this chargo in accordance with the sea water 
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FIGURE 2 (b) : Infrared spectra of the sediment ample from Agigea. 

TABLE I 

Mineralogical composition of some sediments from the 
Black Sea bottom. 

"-"-
"- Sample 

1 2 3 4 

Compo- "-nents y. "-"-
Montmorillonite 3.1 0.43 6.53 

JIIi te 7.85 0.76 1.87 0.31 

Caolioite 1.47 

Quartz 58.43 3.94 51 .92 1.50 

Fe20a. H 2O 7.90 0.80 7.51 0.54 

Felspars IUS 0.75 

Calcite 12.12 88 .48 

Calcite + 
aragonite 90.92 14.32 

Dolomite 0.15 

Magnesite 1.12 1.82 

Siderite 2.08 

Total 92.10 98.08 97.63 93.55 

Unidentified 
substances 7.90 1.92 2.37 6.45 

TABLE II 

Trace elements contained in dlments from the 
Black Sea bottom. 

Element 

I 
Ma/g sample I Comp~:d with I Compared 

with Mil 

TI 1000 35.710-3 0.52 

Ba 300-1000 (10.7-35.7)10-3 0.16- 0.52 

Sr 100 3.6 10- 3 0.052 

NI 30 1.07 10-3 0.016 

Cr 20 0.7 10- 3 0.0105 

V 20 0 .7 10- 3 0.0105 

Co 10 0.36 10--3 0.0052 

CII 10 0.36 10~' 0.0052 

Pb 10 0.36 10-~ 0.0052 

saltness. the electrokinetic potential of sea sediments 
collected in the region of the Romanian Littoral of the 
Black Sea was determined. 

Microelectrophoretic method for the determination 
of the speed of the electrophoresis(ll)(12) was used. In 
case of the tudied sediments, a modification of the 
sign of the zeta potential which remains negative for 
very different salinities of the interstitial water was 
observed (Figure 5). The analyzed samples have been 
taken from the following Romanian Littoral: 

(1) Mamaia, (2) Agigea, (3) Varna Veche(Table HI). 
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TABLE III 

The cbemlcal composition of Sea Water- Romanian Llttoral- uptaken In August 1913. 

" " Ions mg/I 

" " Sample 

1 

2 

3 

" 
" 

Na-!-

9030 

10000 

9030 

K+ 

252 

256 

254 

Ca'+ 

300 

280 

280 

1. Mamaia, 2. Agigea , 3. Varna Veche . 

Mg'H 

790 

1064 

711 

The dosage of the ions, indicated in Table III. has 
been determined in the foJJowing way: Ca and Mg have 
been determined by complexometric titration with 
EOrA, Na and K werc determinated using K. Zeiss 
plame-photometer type III. Zn, Fe and Cr were 
determined by the atomic absorption with help of the 
Perkin Elmer spectrometer 303, anions were determined 
volumetrically. Besides these elements identified in a 
chemical way, sea wa ter contains also the artificial 
radionuclides resulted especially from the precipita
tions. Presence of 137CS was identified from y spectro· 
grams of the non-treated water samples. as well as after 
its separation under the form of CS9 Na [Co (NO,)e]. 
the quantity varying between 0.3-0.4 pei/1. A larger 
quantity wa recorded in 1966-68(13). ooS, (90Y) was 
separated by precipitation in the form of oxalate. In the 
precipitate was entrained DOSr (DOY). It has been 
established that concentration DOS, (DOy) varies between 
0.4-0.6 pei/I . In Table IV are shown the values of 
concentrations of these radionuclides in water samples 
taken up between 1969-1973. 

(b) Total Chemical Analysis of the Sediment Samples 

Sediment samples have undergone an alcaline dis
aggregation and the metal constituents have been dozed 
in the respective melt. Free iron has been determinated 
by gravimetrical and photocolorimetrical methods. The 
results of these analyses are shown in Table V. 

(c) Determination of Soluble Salts and of Cationic 
Exchange Capacity of the Sediment Samples 

Soluble salts have been determinated in watery 
extract, the ratio water-sample being 5 : 1. 

The cationic-exchange capacity, respectively 
exchangeable cations, has been determinated by perco
lating of the sample with ammonium acetate at pH=7 
and analysis of the cations in a collected solution. In 
Table VI are shown the results of these analyses. In 
the case 2 and 4 samples, which contain higb quantity 
of CaCOa, the cationic content in the percolate give 

Zn 

0.02 

0.024 

0.018 

Fe 

0.15 

0.19 

0.15 

C, 

0.04 

0.06 

0 .04 

C/-

8875 

9230 

8591 

TABLE IV 

SOl'-

815 

856 

767 

HCO s-

213.5 

213.5 

213.5 

Concentration lS7CS and 90Sr in Black Sea Water- Romanian 
Llttoral- uptllken in the period 1969·1973 . 

Collecting 
zone 

Constantza 
Constantza 
Mangalia 
Maogalin 
Varna Veche 

year of 
collecting 

1969 
1970 
1971 
1972 
1973 

j pCi mcs I pCi 80Sr I 
0.70 0.60 
0 .55 0.50 
0.45 0.40 
0.40 0.35 
0 .40 0 .35 

TABLE V 

1.116 
1.100 
1.125 
1.142 
1.142 

Global chemical analysiS or the sediment samples collected 
in different pOints of the Romanian Littoral 

in August 1973 . 

,,'\. 
\. Sample 
'\ 

ConstJ-\. 
3 2 4 

tuents '\ 
S/100 g '\ 

\. 

Si02 65.84 4.62 64.32 3.70 

CoO 7.70 51.00 9 .25 51.60 
MgO 1.26 0.62 1.26 0.42 

Ft!208 9.25 0 .72 9.S0 0.85 

A 120 3 2.85 0.28 3.10 0.45 

No2O 1.95 0.73 1.69 0.32 

K 20 1.53 0.07 1.39 0.17 

Lost at calcination 
JOOO°C 9.54 41.00 9.45 42.23 

Total 98.92 99.94 99.96 99.70 

Ft!20a free 7.10 0.72 6.75 0.48 

1. Mamaia, 2 . Agisca, 3. Varna Vcche. 4. MangaUa. 
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TABLE VI 

Soluble salts and cationlc·exdlanlle capacity of tbe sediment sample collected In different points of the 
Romanian Littoral in August 1913. 

Soluble salts (me/ IOO g) Exchange capacity 

Sample 
Na+ I K+ I CaH I Mg2T I SO,I- I Cl-I HC03- Ca

H I MgN I I Na ' K+ Total 

36.6 0.95 2.4 1.6 12.8 22 
2 17.7 0.53 2.8 0.2 18 

3 30.4 1.14 5.6 0.4 16.04 18 

4 16.4 0.54 2.8 0.3 0.5 16 

1. Mamaia, 2. Agigea, 3. Varna Veche, 4. Mangalia . 

erroneous results, and were not mentioned in the above 
table. 

y Analysis Spectrometry 

The spectrometry analysis permits identification of 
some radionuclides present in the samples of marine 
medium. In this case has been used a y spectrometer 
with a crystal of scintillation Nal (Te) of 75 X 75 mm 
and resolution 8 percent for the Ey = 661 KeV of mcs, 
as well as a detector Ge (Li) of 12 ems, coupled to the 
impulse analyzer of 4096 channel. From "f spectrograms 
obtained it has been established that the radioactivity 
of samples of the marine medium (water and sediments) 
is due mostly to tOK, natural radionuclide having 
Ey = 1456 KeV. 

1 n Figure 3 is represented the spectrogram of the 
sample obtained by a detector of Ge (Li). Determining 
the K quantity from spectrograms obtained and com-

2 30.2 0.17 2 1.65 34.02 

2.5 

3.5 38.3 6.54 7.5 2.38 54.72 

3.5 

paring the results with those obtained by fl ame 
photometric method, a rather good agreement has been 
established. 

The quantity of K , however, varies with the season, 
in which the samples bave been taken, being larger in 
water samples collected in spring. 

Generally, the K quantity in the Black Sea water, 
determinated by these methods varied b tween 250-300 
mg!l in the samples of Sea water in the Black Sea zone 
of the Romanian Littoral. 

Besides that, from the spectrograms obtained , it has 
been established the presence of some artificial radio
nuclides in all the analyzed samples, tbe quantity of I31Cs 
varying with the season, the accumulation of this 
radionuclide being connected with its quantity, in the 
atmospheric precipitations. Concentration mCI' has 

3 '~~-----------------------------------------------------------------------' 
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FIGUR.E 3 : Gama spectrogram or sediment or Black Sea ground rrom MangaUa. 
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varied between 0.1-0.3 pCi/g dry sample at !OsoC and 
0.3-0.7 pCi/J sample of used sea water. The quantity of 
137Cs from the sodiment sample is pretty close from that 
of the sea water and a conclusion can be thus drawn that 
there exists an accumulation of this radionuclide in tbe 
sediments at the Black Sea bottom, and the establishment 
of a n equilibrium between its concentration in water and 
sediment. For the establishment of this equilibrium 
there is need of long interval of time. 

In natural conditions, in the marine medium are 
introduced simultaneously different radionuclides. In 
that case, their behaviour is not identical as in the case 
of one siogle radionucJide. 

Determination of Sorption Capacity of Some Radio
nuclides in Sediment of the BJack ea Bottom 

or the determination of distribution coefficients have 
been used the methods indicated by E.K. Duursma and 
C.l . Bosch(3) namely : the methods of sedimentation, of 
thin layer and that of suspension. The results obtained 
for samples uptaken in the region of Mangalia harbour, 
in August 1972, have been shown in Refs. (8) & (25). 
Distribution coefficient values obtained for the samples 
collected in August 1973 in different points of the 
Romanian Littoral [0) Mamaia, (2) Agigea, (3) Vama 
Veche, (4) Mangalia) are shown in Table VJI. 

TADLE vn 
Radionuclldes sorption distribution coefficients as determlnated 

by: 1. the suspension technique; 2. the thin layer techniquc; 
3. fbe sedlmcntation technique. 

Sediment 
sample 

Mamaia 

Agigea 

Vama Veche 

Ma ngalia 

Conclusion 

1 
2 
3 

I 
2 
3 

1 
2 
3 

J 
2 
3 

Distribution coefficients K']O' 

1.5 5 2.2 1.5 5.R 7.8 
1.7 5.5 1.9 1.2 5.S S 
1.3 4.5 2.1 1.1 6 8.2 

0.9 3.S 2.5 1.1 5.5 8.S 
1.1 3.S 2.8 1.3 5.8 !I. I 
1.1 2.8 2.9 2.1 5.1 8.1 

1.0 3.5 2. 8 1.5 5.4 7.9 
1.05 2.9 2.6 1.5 6.2 U 
1.2 3.8 2.6 2.1 5.8 8.7 

1.9 2.8 2.9 1.6 5. 1 8.8 
2.2 3.1 3.3 2.1 5.9 8.2 
2.2 4.5 3.4 1.8 6.2 8.4 

From the analysis of the results presented in 
Table VH, the following conclusions can be drawn: 

(1) The sediments from the Black Sea bottom
Romanian Littoral- present a high sorption capacity. 
This capacity was repre ented by distributing coefficients 
K, determinated in the case of those three methods used 

and namely: of suspension thin layers and sedimentation 
after the indications in Ref. (3), [Figures 4 (a), 4 (b), 4 (c)]. 
Coefficient values K have pretty high values, tbat which 
indicates that the radionuclides are retained on 
sediments. 

(2) The distribution coefficients K are influenced by 
the phySico-chemical properties of the analyzed sedi
ments. Variation value of the distribution coefficients in 
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function of electrokinetic (zeta) potential and salinity 
of interstitial water, is represented in Figure 5. 

(3) Sorption capacity is in function of the nature of 
used radionuclide. Cations are more powerfully 
retained due to the negative sign of the electrokinetic 
potential. Amongst catiC'ns, those which have greater 
charge and the smaller ionic ra~ius, are more p?werr~lIy 
retained. Analyzing the behavIOur of each radlOnuchde 
in part, it is observed tbat : 

-in the case of radionuclide U4Ce the distribution 
coefficient Kis higher, but, however, there is not observed 
a variation of it in function of the chemico-mineralogical 
composition of the sample. Concerning the radionuclide 
vOSr (00 Y), the least retained. by the sediments,. ~e 
distribution coefficient K varies between the limits 
(0.4 + I) 102 and does not repres~nt a variation in 
function with the chemical composition of the sample. 
The values of this coefficient represent, however, high 
variations in function with the used method, that which 
makes that the results are not pretty conclu ive. Using 
of other method for determination of this coefficient, 
indicated in Ref. (3), will permit more precise determina
tion of K for the sorption 90S, (90Y). 

The distribution coefficient for the sorption of the 
radionuclide 137Cs represents a higber value for the 
samples which contain more clays (illite, chlorite. 
montmorillonite) for example, the samples collected in 
Mamaia and Varna Veche zone variation of the coeffi
cient K for sorption of the radio011clide 137CS in function 
with content of clays is shown in Figure 6. 

It is also observed that as in the case of the radio
nuclide lS7CS as well as of 05Zn its distribution coefficient 
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FIGURE 5 : Variation of diffusion coefficient D of '~Zn In 
BJack Sea bottom sediments (Maogaha) as 
function of salinity of interstitial water and the 
electrokinetic potential V. 

for the sorption of these radionuclides represent n 
growth in function of cationic exchange capacity of the 
sample, Figure 7. However, this i only based on 2 
observations. 

Concerning the value of di tribution coefficient ~or 
sorption of other radionuclides &9Fe, 6O<?O. u .Mn a VUflll
tion of this coefficient was observed whIch dId not have 
a connection with chemico-mineral gical composition r 
other properties of the analyzed sediments in the present 
paper. 

It is also remarked that sample with higher content 
of CaCOa and with close mi~eralogical structure. h~ve 
not the same capacity of sor~uon for th7 same rad.lO
nuclides in tbe same conditIOn f sorption that which 
indicates that sorption is very complex and all the 
factors on which depend this phenomenon are not yet 
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known . In closing, it is specified that conditions under 
which were effectuated determinations, could not 
reproduce natural conditions in which intervene a series 
of processes which change conditions of sorption of the 
radionuclides. 

It may be considered that the analyzed samples result 
generally in aerobic layers, but specific to the Romanian 
Littoral of the Black Sea, because the oxygenated condi
tions of sediments in the zone of the Romanian Littoral 
are influenced by the presence of the River Danube. 
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YNOP IS 

En vironmental effects of dam construction are generally assumed to be harmful. 
largely as a result of experiences in the Pacific northwest of the American continent and in 
parts of arid Africa, and because of fhe undue emphasis given in poplilar press to thi' 
negative aspects of dam con.rtructiol1 . This paper analyses environmental conditions 
in tropical Asia, lI'ith particular ref erence to the Mekong River J)'stem . identifies the 
observed and antiCipated environmental effects of water resource developmenr 
activities as functions of particular types of environmental situations, alld points out 
that environmental effects of river development are not necessarily always harmful. 
This paper makes ref erence to the fact ,lraf no (lVo river systems are alike, especially 
(f they are located in different ecological ::olle.l'. It conc/udes that extrapolations of 
experiences from one river system to another are not necessarily valid. Til e paper 
also concludes that through adequate preparatory studies mid implementation of 
ejJectil'e precautionary measures, it is possible to alleviate or offset the adverse ejJe(,ts 
and to enhance the benefits of river development, thereby rendering it (/ beneficial enter
prise. on balance, in this region. 

. 
In 

Introduction 

River systems are complex environments, each with 
its own characteristic features . Tropical river environ
ments in particular, with their infinite diversity of fauna 
and flora, and highly fluctuating physical and chemical 
features. are known to be more complex than those of 
rivers in other ecological zones of the earth. One of the 
important and widely applicable principles .in ecology is 
that stability in an ecosystem is a function of the 
diversity (bomeostatis). Thus, complex, normally 
saturated ecosystems. where all or the majority of the 
ecological habitats (and within habitats, the micro
habitats) are fi lled and exploited by many species, or 
life history stages, are least likely to be seriously 
disrupted by the alteration of a few habitats or by the 
elimination of a few kinds of organisms. Conversely. 
simple o r undersaturated ecosystems, where fewer kinds 
of organisms and habitats are involved, are most likely 
to be catastrophically affected by environmental changes 

that remove or destroy a few habitats or eliminate a few 
species. II also follows that readjustment to rapid 
environmental change come about most readily and 
with less basic disruption of biological production in 
complete sy terns. ven great population Ouctuations 
tend to be more effectively damped o ut in complex or 
diverse systems. 

Viewed in the light of the e basic principlcs of eco!ogy, 
the irrefutable fact that emerge is that environmental 
alterations resulting from water resource developmcnt are 
far less likely to be disruptive of useful biological 
production in tropical Asia than in a rid Africa, in 
Europe, or in the Artic. However, even in complex 
environments, there are threshold levels of perturbations 
which, if exceeded, result in a delayed rather than rapid 
recovery. Sound as these principles are ill theory, in 
practice, adequate techn iques with which to gauge tbe 
health of an ecosystem. or to measure threshold levels 
of perturbations of differing magnitudes are only now 

349 
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being developed . Therefore, the best way at present for 
assessing effects of human activities in river basins on 
aquatic production is to study case histories of environ
mental manipulations and to take note of disruptions 
that have resulted therefrom. 

An accurate assessment of environmental effects of 
any river development programme is possible only jf 
adequate basic information is available; unfortunately, 
such information is scarce in respect to most of the 
river systems on earth. There is no gain saying the fact 
that most river development in different parts of the 
world historically has given scant regard to, and had 
only limited concern with the resultant environmental 
disruptions. 

In "the environmental decade" now drawing to its 
close, alleged and potential disruptions have received 
disproportionately wide pUblicity. In such publicity. 
benefits accruing from river development in contrast, 
have often been ignored or given only " lip ervice." 
Many articles in public presses have thus been one-sided, 
unbalanced and even fal ely alarmist. This publicity often 
attributes all the known previous environmental disrup
tions of river development activities to each new or pro
jected river development scheme regardles of the unique 
environmental characteristics that prevail at each site. This 
has created an impression in the public mind that river 
development anywhere in the world would necessarily be 
uncompromisingly incompatible with environmental 
well-being. Such an impression is doing a great dis
service by confusing the public and impairing its ability 
to recognize it own interest and thu impeding social 
and economic developments, particularly in countries 
where centuries of neglect have made tbe rapid develop
ment of resource imperative, if standards of living are 
to be elevated. 

It is necessary to bring to a halt this undesirable 
trend, and to place the whole problem of environmental 
aspects of river development in a properly balanced 
perspective. It is necessary to emphasize that environ
mental effects of river development are not always 
barmful, but that they are multi-faceted and could at 
once be barmful, beneficial or innocuous depending on 
the facet observed. Also underlined hould be the fact 
that no two river ystems are alike, especially if they 
are located in different ecological zones, and that blind 
extrapolation of experience from one river system to 
another are not necessarily valid. Further, due cognizance 
should be taken of the fact tbat through adequate 
preparatory studies and implementation of effective 
precautionary' measures, it is possible to alleviate or 
offset adverse effects and to enhance benefits, thereby 
re~dering river development activity a beneficial enter
prise on balance. It is, therefore, the objective of this 
paper to identify probable environmental effects of river 
development as functions of particular type of environ
!Uental situations and to examine actual experiences 
10 the tropics, both harmful and beneficial, with special 
reference to the Mekong River development project in 
South.east Asia. 

The Aquatic Environment 

Jt is obvious that effects of water resource develop
ment are most direct on the land that is actually 
inundated and on the aquatic environment. In tbe 
hydrologic system, major disruptions of dam construc
tion usually arise through changes in water quality and 
water budget. The effects of these changes manifest 
themselve in several ways as elaborated in this section. 

Sedimentation 

Deposition of silt carried by river waters into 
reservoirs creates several environmental problems. 
Besides aggradation of the re ervoir itself. sedimentation 
removes nutrient rich material from residual river flows 
and locks much of it into the lacustrine substrate. 
Abrupt changes in quality and quantity of sediments 
along with concomitant changes in the natural flooding 
pattern are believed to affect agriculture and fish 
production in many ways. Whereas, theoretically the 
principles involved in the foregoing surmises are sound, 
whether the apprehended effects do, in fact, occur in a 
given river is debatable and is dependent on various 
features of the fiver itself, such as the silt content of the 
waters, the nutrient status of the silt, the extent of 
flooding, and so on. It is often cited that in the case 
of the Aswan High Dam, due to deprivation of the 
annual nutr.ient silt deposits, Egyptian farmers have to 
spend millions of doUars every year for the purchase of 
large quantities of fertilizers , to recharge their soils with 
nutrients. Now this may be the case in Egypt, but 
directly to extrapolate the Nile experience to other rivers 
would be incorrect. 

Water quality changes such as the foregoing , would 
depend on the volume, and nutrient content of silt 
carried by the river in question and also the silt contri
bution from the tributaries flooding the main river below 
the dam. For instance,. in the Mekong, a careful study 
of the sediment problem has indicated that the silt 
content of Mekong waters ranges from a low of about 
20-40 ppm between January and May to a peak of about 
500 ppm in late August('3). This shows that the Mekong 
is a relatively "clean" river, carrying a small quantity of 
alluvium in comparison to the Nile (1500 ppm), the 
Ganga (1950 ppm) and the Mississippi (1750 ppm). The 
Mekong study has further shown that the "sediment 
deposition does not measurably increase soil fertility in 
the Mekong delta" ... "if the role of sediment on agri
culture is considered without consideration of other 
~ide effects, water control in the delta is the single, most 
lmportant change that can bring about dramatic increase 
in the delta 's agriculture production. Elimination of 
silt depo irion on delta soils should no longer be 
considered a negative factor against dam construction 
on the Mekong River." 

Another reported disaster resulting from tbe trapping 
of silt in the Aswan Dam is the collapse of a fishery 
yielding annually 18,000 tons of sardines (value estimate 
US S 13 million). Since the disappearance of the sardine 
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coincided with the completion of the A wan Dam, it i 
surmised that "since the floods stopped, the aquatic food 
chain in the eastern Mediterranean has been broken along 
a stretch of continental helf 12 mile wide and 600 mile 
long. The lack of Nile sediment has reduced plankton 
and organic carbons to a third of what they used to be, 
either killing the sardines, scombroid and crustaceans in 
tbe area or driving them away"(1). There were no 
studies prior to the dam construct jon on the ecological 
features re ponsible for the appearance of ardine tocks 
in the eastern Mediterranean. Al 0, there ar no precise 
studies establishing a cause and effect relation hip 
between the Aswan and the disappearance of the ardine, 
notwithstanding the fact that the po tulates in support of 
this surmise appear to be theoretically sound. Sardine 
have disappeared elsewhere in the world in situations 
completely unrelated to dam construction. They have 
equally mysteriously reappeared after a lapse of ome 
years (for example, in the Indian Ocean). Cyclic fluctua
tions in numbers is a normal phenomenon in animal 
populations and is a well recorded scientific fact. There
fore, before it could be categorically a erted on the basis 
of the Nile experience that there is a cause and effect 
relationship between the disappearance of fish in inshore 
areas and dam construction, positive proof based on 
information derived from carefully planned and executed 
ecological studies would have to be provided. 

Soil Erosion 

Deposition of silt in reservoirs and resultant change 
in the pattern of sedimentation in deltaic areas, combined 
with the increased impact of marine currents on the 
shoreline, due to reduced flooding from the river, are 
reported to cause erosion and crumbling of the delta 
shoreline. Increased aggressiveness of flow of silt-free 
waters in residual rivers, scours river beds and banks 
much faster than in a normal river. Erosional aberration 
of the substrate, of the shores and water sheds of reser
voirs has been reported in many cases. The adverse 
effects of such erosion are obvious. Coastline erosion 
could cause the loss of valuable deltaic lands. Scouring 
of river beds and banks could result in collapse of 
barrages, bridges, and other structures. Reservoir erosion 
could reduce biological productivity by smoothening the 
configuration of the reservoir and smoothening fish food , 
fish nests and nesting grounds. Harbours could be silted 
up. Examples of one or more of such adverse effects 
are reported from the Aswan Dam in Egypt, the Kainji 
Lake in Niger, Lake Rybansk in USSR, among others. 

Erosion is a result of interaction among everal 
natural forces: water, climate and weather, and substrate. 
Environmental disruptions due to erosional extreme do 
occur, but they need not necessarily be aggravated by all 
river development activities. For example, in the Laotian 
Nam Ngum of the Mekong Basin, "there is no evidence 
of erosion problems prior to the project or after phase J. 
No change is foreseen as a result of phase 2"(1). 

Removal of sediments by dams could be of some 
-advantage to water-using industrial establishments, like 

paper mill . Furthermore, relatively edimenl-free water 
from a reservoir i cheaper to treat for dome tic 
con umption than silt-laden waters. 

Fisheries 

Fisheries are ery important e onomically and 
nutritjonally in A ia. Modification of riverine en iron
ment into a lacu trine environment by dam construction. 
affects the fi herie of the river sy tem in many way . 
The two major premi e' fundamental to the under
standing of such effect in relation to modern one pts of 
protection and management of fisherie relative to river 
development are the following(1S) : 

(A) I mpoundment drastically alter the riverine 
environment by bringing about substantial chang s in 
the morpho-ecological nature of rivers. Fast-flowing 
ections are converted into relatively static envirol1ments 

and long established inter-relations between organisms 
are transformed radically. Changes in temperature 
regimen. volumes and cycles of di charg , velocity of 
current, gradient. temperature, substrate, mineral content 
and other parameters take place. Alterations of spawning 
grounds re ultant on flow and erosional depositional 
shifls inhibit propagation and development of both 
lythophilous and rheophilou specie. If spawning 
ground are eliminated, pecies may even disappear. Both 
qualitative and quantitative changes also take place in 
food chains and available foods. Fishes narrowly adapted 
to specific set of environmental conditions, cannot with
stand sudden environmental alterations beyond rather 
narrow limits. Hence, many components of riverine fi sh 
faunas can be adversely affected by sudden and drastic 
changes that follow upon dam building. 

(8) in many species of fishes, there are race 01' 

populations that are perpetuated from specific spawning 
areas or 'homes'. When dams deprive access to spawning 
areas for homing spawner, a specific race can be 
destroyed. 

The e basic premises which place rigid restrictions on 
the latitude available for modification of riverine environ
ments have emerged largely as a result of thc vast 
experience in the Pacific northwest of the American 
continent, with particular reference to the Pacifi salmon 
populations. Unfortunately, asses ment of fishery 
problems in relation to dams everywhere in the world has 
now been conditioned by these premises, irrespective of 
such considerations as level of tolerance of different 
species to environmental change, their migratory habits, 
biology and ethology. 

Tropical river environment exhibit violent ::.easonal 
fluctuations . As a measure of adaptation to widely 
fluctuating environmental factors , many of the fish specie 
that inhabit these rivers have evolved a wide range of 
tolerances. Any reali tic as essment of effects of river 
development on species populations should take this into 
account. 

A tropicaJ river has a seasonally conditioned regimen, 
and is thus a Yiolently fluctuating environment. In the 
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Mekong system, the conditioning factor is the monsoons. 
rn tropical rivers in general, flash-floods and large-scale 
inundations are common features. The annual amplitude 
of variation in discharge between the dry and flood 
periods is very high; in the Mekong at Kratie, Khmer 
Republic, it ranges on the average between l,764 ma/sec 
for the dry period and 52,000 m3/sec during floods. Due 
to differences in substrate and continued scouring action 
of floods over a long period of time, depressions or 
'pools' are formed in the bed of rivers at several place. 
These pools often as. ume considerable proportions . in 
the Mekong, some of them in Laos/Thailand region are 
a few kilometres long and more than 50 m deep. J n the 
stretch of the river in the Khmer Republic, D'Aubenton(6) 
located several "troughs 40 to 60 m deep." These deep 
pools retain water all the year round and offer a sort of 
'transient lacustrine' environment during the dry months. 
The months February to May usually constitute the low 
water period, when the wetted perimeter in the river is at 
the lowest. During this time of the year, fluvial sections 
of many of the tributaries are reduced to a mere trickle 
of water and the only relatively stable aquatic environ
ment i provided by the often isolated pools in the stream 
beds. It is here that the residual flsh population takes 
refuge. 

1n the lower Mekong, water temperatures generally 
are high and fluctuate within the wide range of 200 e to 
37°C at different points during different months of the 
year. Hydrogen ion conccntration values range between 
pH 6.0 and 8.2, and dissolved oxygen values run between 
2.8 and 7.5 ppm (from oxygen deficient to saturated) in 
different sections of the river. Water-level in the river 
starts rising by about the end of May, reaches its peak 
in August or September, and finally subsides in 
November. With the onset of floods , water temperatures 
rise and dissolved oxygen and pH levels fall, mainly as a 
result of decomposition of the vast amount of organic 
debris brought in or inundated by flood water. In the 
Mekong basin, it is estimated that in Viet-Nam delta 
alone, an area of about one million hectares is inundated 
and that water-level rises by 4 to 5 m with current 
velocities varying from 0.2 m/sec in February to about 
1.4 m/sec or more in August. Flood induced changes in 
the environment return to normality and conditions of the 
dry period begin to set in during December or January. 

Flu~iatile sections of the .river it.self are not very 
productIve. due to the relatIvely hIgh turbidity fast 
current and shifting sandy nature of the bo'ttom. 
Plankton production in this fluviatile environment is low 
compared to that in the pools, the oxbows, and other 
inundated regions beside the rivers. These three regions 
are the true pockets of biological production in the river 
system. 

More then 400 different species of fishes have been 
recorded from the lower Mekong basin. ]n contrast 
the basin of st. Lawrence River with its Great Lakes, i~ 
the Temperate Zone at some 45°N latitude in North 
America, has only 150 species. In the Mekong, during 
the dry months of the year, carp (family : Cyprinidae; 

54 percent), catfishes (families : Siluridae Clarildae 
Schilbeidac,BlJgr~dae. Sisoridae and Akysidae; 19 percent) 
and D?urrels (famIly: Ophicephalidae; 8 percent), together 
constItute about 81 percent of the fish fauna. The 
remaining 19 percent consists of feather-backs (Notop
feridae) , herrmgs (Clupeidae), climbing perches and 
gouramis (Anabantidae) and other miscellaneous groups. 
This composition varies slightly during different seasons 
but averages substantially the same from year to year. ' 

T~e life cycle of a vast majority of fishes depend 
prominently ?n th~ annual flooding and inundation cycle 
In many tropical fivers. With the onset of floods and 
concomitant submergence of fields, ditches, swamps, 
bayous, oxdows, and other low lying areas over consider
able distances on either side of the river bank a 
predominant section of the fish population "migrat~s" 
laterally from the rivers to the inundated areas. mainly 
f?r pawning. These migrations, barring a few excep
tions, are more lateral (towards and into the inundated 
land bordering the rivers) rather than up or down the 
rivers (from estuaries to headwaters, or vice versa or 
from pools to rapids, etc.). The distances traversed in 
the . 'lateral migrations' and the duration of sojourn in 
~he Inundated zone differ with different species, depend-
109 on their physiological requirements and environ
mental tolerances. Fishes with low oxygen requirements, 
or those with accessory respiratory mechanisms in 
addition to gills, like murrels, some catfishes and 
c1i":lbin~ perches a~d related species remain for ionger 
penods III the penpheral zones of inundation where 
dissolved oxygen and pH are generally low, 'due to 
decompo ing organic matter including submerged 
terrestrial vegetation. Many carp family members 
(Cyprinidae) which generally have higher oxygen require
ments and lower tolerances to pH fluctuations than the 
foregoing occupy the proximal zone of inundation. 
spawn there and are among the earliest to move river
wards with rececting floods. )f the flood recedes quickly, 
as it happens during years of relatively sparse rainfall, 
large numbers of eggs and hatchlings become stranded 
and die due to desiccation. In contrast when flood 
waters remain for a relatively long period, as in years of 
heavy rainfall, there may be large-scale mortalities of 
fry and fingerlings due to deoxygenation and drastic 
changes in pH reSUlting from decay of organic matter in 
flood waters. In some areas, then, flood regulation which 
eliminates either very high or very low flood. might 
actually be beneficial to fisheries. 

The observed high fecundities in most of the tropical 
river fishes, except in those that exhibit parental care, 
are an adaptation for species survival in the face of 
natural periodic large-scale mortalities. Some of the 
young that result from the spawning activity in the 
inundated zone, enter the main river and repopulate it. 
Others are left behind in the water bodies inland, grow 
there and provide a rich crop of fish. Thus, a sort of 
natural restocking of the water bodies on either side of 
the river takes place annually when floods occur. The 
fact that fish fauna repre ented in residual stagnant 
water bodies is es entially the same as the riverine fauna 
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is an indication that many tropical river species can 
thrive in relatively still water environments. It is also 
obvious from the above, that annual inundation is of 
paramount importance to the propagation and survival 
of the vast majority of tropical river fishes. Any river 
development programme that completely eliminates 
annual flooding is bound to cause disruption in natural 
fish production and thus cause damage to fisheries. 

While dams do change the inundation pattern in 
different degrees of magnitude depending on how 
discharges through them are regulated, in general they 
do not significantly alter other critical environmental 
features, such as temperature, dissolved oxygen and pH 
(except in deep stagnant waters of some reservoirs). 
Pantulu(14) citing the example of post-impoundment 
situation in the Nam Pong River (Mekong basin), 
concludes, with supporting data, that changes that occur 
in these critical environmental features in the top strata 
of reservoir waters and the residual river, are well witllin 
the normal range of fluctuations to be expected in 
natural rivers in the pre-impoundment phase. Thus they 
are witbin the adaptive tolerance ranges of most fishes 
concerned. 

It is apparent from the above that the Temperate 
Zone-derived rigidity of restrictions on the latitude 
available for modification of the riverine environment, 
need not necessarily be applicable to tropical situations. 
This contention is further substantiated by the observed 
species composition of fish populations in the pre- and 
post-impoundment phases. Many tropical river species 
thrive in the relatively stable lacustrine environments 
that replace the widely fluctuating tropical river environ
ment above the dam. It has been observed that 
consequent on the creation of different reservoirs, 2 to 
30 percent of the original river species have disappeared, 
depending on the location of the dam. Fewer species 
have disappeared in mainstem reservoirs which have 
access to unaltered rivers and tributaries, than in 
tributary reservoirs. Notwithstanding the reduction in 
the number of species, there has invariably been an 
increase in fish production in a submerged river as a 
result of large quantities of fish food that develop in the 
reservoirs, in the expanded aquatic environment. The 
average production per hectare in an unaltered tropical 
river is estimated at about 12 kg/ha/year, whereas 
reservoirs have produced anywhere between 30-180 kgl 
ha/year and more, depending on their location, morpho
edapbic features, and efficiency of fishery management 
measures implemented. To cite two outstanding 
examples in the Mekong, the Nam Pong reservoir in 
Thailand has been producing on an average 1,600 tons 
of fish, valued at US S 800,000 equivalent annually, 
while the Nam Ngum reservoir in Laos yields 1,800 tons 
annually, valued at S 1.4 million equivalent at current 
market prices in that country. In both these instances, 
fishery benefits compare favourably, even exceed, electric 
power benefits. Similarly, representative conservative 
approximations that have emerged to date for stabilized 
annual metric tonnage of fish catch sustainable with 
good management for some African reservoirs are: Lak¢ 

Nasser, 12,000; Lake Volta, 40,000; Lake Kainji, 4,500 ; 
and Lake Kariba, 6,000 (Lagler, per onal communica
tion). Tn view of the foregoing. it is ironic that despite 
the magnitude of benefits they generate. fisherie are 
often relegated to an ancillary role in planning water 
resource development projects. 

It is sometimes argued that the fishery 'large se' does 
not always last. Whereas it is true that in many re ervoirs 
there is typically a decline in fish production after the 
first peak of increase, due to a phenomenon known as 
trophic decline. even the lesser ultimate levels of stable 
production are invariably much higher than tho e in 
unaltered rivers. Also. proper fishery management 
efforts can minimize the extent of decline in production. 
as exemplified in various reservoirs in the USSR. In 
the Nam Pong reservoir in the Mekong basin. even ten 
years after the creation of the lake, there is as yet no 
evidence of decline in catches. Dam construction, thu 
has seldom brought about changes in water quality in the 
freshwater tretches, which are outside the range of 
fluctuations occurring in natural river. but has only 
removed or dampened the amplitude of fluctuations. By 
virtue of the fact that many fi h species of tropical rivers 
are adapted to life in the relatively static environments 
of pools in river beds or inundation zones beside the 
rivers, a vast majority of them actually thrive in the 
relatively newly stabilized environment of man-made 
lakes. Whereas undoubtedly, a few riverine species do 
locally disappear in the lakes made by damming river , 
this loss is more than compensated by the increase in 
actual fish production. Furthermore, although dam 
con truction in the tropic ha not appreciably affected 
fisheries in the freshwater stretche of the river due to 
water quality changes, water budget changes have either 
precipitated or could precipitate adverse effects on site 
in the residual river immediately downstream the dam. 
or off-site effects in estuaries and adjacent inshore 
marine areas. 

A case in point is the observed sudden steep decline 
in the Indian shed (Hi/sa i/isha) fishery in the inshore 
areas of the Bay of Bengal and the Hooghly estuary 
coinciding with the construction of the Maithon Dam in 
1957(15) ; the third to be constructed in a series in the 
Damodar Valley in India. The Indian shad catches, 
which prior to 1957 used to comprise 60 percent of the 
total landings of fish in the area suddenly declined to 5 
percent of the total landings. This decline was attributed 

. to the drying up of a 90-mile stretch of spawning grounds 
of the fish in the residual Damodar and the Rupnarain 
Rivers. However. since 1972 there are indications that 
these popUlations are building up, perhaps as a result of 
increased survivals in adjacent spawning areas in the 
Hooghly. 

Off-site effects of dam construction could be very 
significant in the dynamic tropical estuarine ecosystems, 
about which, admittedly, very little is known. Estuaries 
generally are among the most highly productive eco
systems on earth. This productivity is usually attributed 
to delicately balanced interactions amongst various biotic 
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and abiotic factors in an unusually shallow and 'fertile 
water area. Crucial among these factors are shifting 
salinity and temperature gradients ; allochthonous 
nutrient that regularly flow into the system and are 
quickly recycled there ; the nutrient-laden substratum that 
is constantly in photic zone ; a general freedom from 
predators: and an optimization of the ecosystem by a 
delicately balanced. long-time evolved form of time 
sharing in which larvae, young, juveniles, and even 
adults of a host of different organisms utilize the food 
resources at different times and thus minimize competi
tion . Estuaries are valuable nursery grounds for many 
marine and freshwater species. Many principal offshore 
fisheries are dependent on fi sh stocks the young of which 
must have access to the protection and nourishment 
afforded by estuarine tidal flats during the early stages of 
their life histories(1S). Despite the great advances of 
techniques in offshore fishing, most of the world's 
marine fi sh catches still comes from coastal waters and 
predominantly from those under estuarine influence. 

Any water control in the estuaries could bring about 
far-reaching environmental changes. The magnitude of 
the environmental changes would naturally depend on 
the scale of water control that is practised. Only specific 
studies in a given situation can give the necessary insights 
into the actual effects that should be anticipated in a 
particular area. Changes in the configuration of the 
basin and reduclion in net volume of flow into estuaries, 
by water resource development activities like upstream 
dam construction and poldering, bulkheading and filling, 
dredging, ditching of marshes, diversions, barriers, 
seawalls. tide control structures in the estuaries them
selves, could result in alteration of drainage pattern and 
circulation which in turn could affect seasonal and 
special distribution of critical environmental factors such 
as salinity, temperature, magnitude of flows and velocity 
of currents. Changes in volume and seasonal distri
bution of freshwater inflow could also result in reduction 
of influx of terrigenous nutrient materials resulting in a 
general deterioration of tbe estuarine habitat and in a 
measurable loss of productivity. Changed hydrographic 
structure and behaviour in the estuary, could lead to 
upstream movement of deoxygenated bottom waters 
due to combined salinity and thermal stratification 
effects. Besides, siltation and intrusion of seawater could 
increase and the wetted perimeter (land-water interface) 
could decrease, leading to destruction of food and cover 
for fish. All these environmental changes could lead to 
alterations in vegetative cover, loss of nutrient material, 
reduction of spawning, nursery and feeding areas and an 
overall reduction of potential for fishery production. 

Although changed river flows can have adverse effects 
on aquatic life, there are also instances on record where 
upstream movement of higher isohalines in an estuary 
could be beneficial under certain conditions to some 
estuarine populations. Steadied transport of nutrients 
could also potentially benefit the fisheries in that regu
lated flow could affect the estuarine penetration and 
abundance of both desirable and nuisance organisms 

and also enhance the spawning success of some 
species. 

Instances of both positive and negative effects of 
water management on aquatic life in estuarine abound in 
scientific literature, a few of which are cited below as perti
nent examples. According to Gunther(8), alterations in 
the drainage pattern of marsh lands have led to signi
ficant ecological changes in the Mississippi delta. Rich 
oyster grounds and other shellfish spawning areas have 
become barren as a result of the e changes, though 
finfish yields have not apparently been affected. Also, 
leveeing the main streams has resulted in an increase 
in the velocity of current, leading to an increased trans
portation of silt; resultant alluviation, sedimentation and 
flooding of swamps has virtually eliminated marshes 
and estuarine conditions. Other important effects in the 
Mississippi estuary are, deposition of enormous quantities 
of silt directly in the Gulf of Mexico ; decrease in 
nutrient drainage from land ; increase in salinity and its 
stability ; and occurrence of island erosion and inland 
movement of bays. The estuary has changed, usually in 
ways detrimental to aquatic life , Sudden influxes of 
freshwater and resultant instability of the estuarine 
system around the river mouths have generally lead to a 
decrease in fertility(&). 

Korringa(9) cites an instance in the Netherlands 
where closure of the Zuiderzee by diking, eliminated the 
traditional fisheries for herring and anchovies in that 
body of water, though it resulted in an increase in eel 
populations and the consequent development of new 
fishing industry. Segerstraale(19) cites an instance in 
Finland, where average changes of 0.5 to 0.75 percent 
in salinity have produced beneficial alterations in the 
effective distribution of estuarine species. 

Despite the alarming possibilities of adverse effects of 
water resource development, estuaries are remarkably 
resilient systems that resist change; they also have the 
capability of quickly healing many of their man-inflicted 
scars(5). Well planned manipulations based on an 
adequate understanding of the estuarine environment 
could well result in overall benefits. The gross ecology 
of an estuary can be managed advantageously. There is 
room for a great deal of new thinking in the release 
systems of river water, diversion of large volumes and 
alterations of channels, currents and tides(9). Aquacul
ture possibilities can be vastly developed. For instance 
with good upstream management, certain areas could be 
reclaimed more profitably, more quickly and at a lower 
cost for aquaculture than for agriculture. There are 
examples in Asia (India, Taiwan, Philippines, etc.) where 
brackish water areas reclaimed for aquaculture at an 
average one-time-cost of US S 500 per hectare are 
yielding an annual finfish or shellfish crop valued at over 
US S 1,200 per hectare. Net returns in such aquaculture 
operations are said to average between US S 500 to 650 
per annum. It is understood that average cost of 
reclaiming deltaic lands for agriculture are far higher aDd 
that the returns from agricultural operations are far lower 
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than for aquaculture. There is, therefore, an urgent need 
for understanding the ecology of any specific e tuarine 
system, before attempts are made to forge any far 
reaching changes that would adversely affect its valuable 
resources. Otherwise the very object of water resource 
development, could be negated. 

Migratory Fish 

It has almost become rudomatic tbat dams interrupt 
life cycles of fish by inhibiting or obstructing their migra
tions and consequently lead to decline in the fisheries . 
Some calamitous consequences of dam construction have 
indeed taken place under certain envirbnmental condi
tions, with specific fish species that perform long range 
migrations and have 'homing' requirements. In the rivers 
of the Pacific northwest of the American continent, for 
instance, the predominant commercially important fish 
are five species of the migratory Pacific salmon. These 
fish have a remarkable life story. Spawned in freshwater, 
they grow to adulthood in the high seas and perform 
spectacular migrations, sometimes of more than a 
thousand miles to reach upstream spawning grounds in 
river systems. The destination of each and every fish is 
the very same spawning ground where it had hatched and 
passed its early larval stages. There is so little straying 
from the parent stream that homing access to this stream 
determines the survival of the species stock in each 
spawning stream. This access can be denied by a dam. 

Research indicate that the fish migrations such as 
those of the salmon are not consciously performed acts 
in the anthropomorphic sense, but a series of movements 
executed in response to imprints in the fish brain of 
environmental gradients. Specific features of environment, 
including water chemistry, current velocities and 
temperature, release specific behaviours comprising a 
series of directed movements that make up the entire 
pattern of migration and spawning. If a dam caused 
environmental changes beyond rather narrow limits, the 
environmental clues that trigger the pattern of homing 
migration are lost. Almost all salmons unable to reach 
the parent stream spawning ground, die without repro
ducing. In such cases, dams that obstruct migrations are 
rightly adjudged harmful to the fish . 

What has happened to the Pacific salmon in dammed 
North American stream systems, has unfortunately 
formed the basis for present-day popular thinking that 
dams anywhere in the world are inevitably detrimental 
to fisheries. In tropical rivers like the Mekong, however, 
commercially important migratory fishes are generally 
few. Consequently, the detrimental impact of dams as 
barriers to migration may be very small. In contrast the 
Indian shad, which performs seasonal migrations in most 
of the rivers in the Indian sub-continent and in Burma, 
is of very considerable commercial value. Dams on the 
Indus, Cauvery, Krishna and the Godavari Rivers have, 
by virtue of their location, had different degrees of 
adverse effects, on migrations of this shad although they 
have not been of catastrophic proportions. The main 
effect had been a restriction in the range of its distribution 
to the stretches of the rivers below the dams. In this 

case, obviously the dams have not barred access t all the 
spawning grounds of the fi h. However, in the Hooghly 
River in India, con truction of a eries of dams on its 
major tributary system have resulted in a catn trophic 
decline in the fishery a previously cited. 

Another group of important migratory fishes in the 
tropics are the eel , Anguilla spp. The e eels grow and 
become adults in freshwater rivers and, at maturity, 
migrate to unknown spawning grounds in the sea. Their 
young elver return to fre hwater rivers to complete the 
life cycle. Eels are hardy fish, which are known to even 
take short cuts around river bend by wriggling through 
moist grass, or to climb even steep wet wall , or wuter
falls. They have considerable commercial value both 
locally and as an export commodity but this potential 
has not yet been tapped in many of the countries in 
Southeast A ia. Considering the hardy nature of the 
eels, and their capacity to survive out of water for 
prolonged period , only a large dam could limit their 
production. 

Besides the two migratory groups of fi shes mentioned 
above, in tropical Asian river systems, there nre about a 
dozen important species of marine or euryhaline fi shes 
which are known to perform relatively short seasonal 
migrations in the marine estuarine zone for feeding or 
breeding purposes. Very little information is available 
about the directive and causative factors for these migra
tions. It is conceivable that dams would affect these 
valuable fi heries adversely, but precise information on 
their stock movement and biology i essential before any 
specific statements regarding the effects of dam~ on these 
fisheries could be made. 

The important potomodromou fi shes species which 
are known to perform within river migrations in A~ian 
Rivers, and which could be adversely affected by dam 
construction, either as a result of environmental changes 
brought about by dams or by obstruction to migrations 
include catfishes of the genera Pangasius and Pallgasi
anodon, the major barbels , Barbus (Tor) spp. , Probarbus 
spp. and the giant freshwater or river prawn (Macro
brachium rosenbergii). The giant freshwater prawn 
makes up high valued catches from frcshwater. river~ and 
estuaries and has a great aquaculture potential With a 
growi.ng demand in both local and world market~. This 
species is known to spend its adult life in freshwater areas 
and migrates to estuaries and brackish waters for 
spawning where environmental salinity is the important 
factor for the reproduction and survival of the young. 
Salinity regimen changes in estuarine areas caused. by 
impoundments upstream are known to affect the species. 
Decline in the fi shery of the giant freshwater prawn due 
to dam construction was reported in the Krishna and the 
Godavari estuaries in India. In the Mekong, detailed 
studies are bejng conducted to elucidate the problem and 
also to develop large-scale culture of the species as a 
rehabilitative measure taken in advance of the onset of 
the apprehended adverse effects. 

The other riverine migratory species also-the catfish 
and the major barbels-are of considerable commercial 
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value; in a river like the Mekong and the Ganga their 
fishery may be worth a million dollars (equivalent) or 
more annually. In such waters a careful evaluation has 
to be made of the probable effects of dam construction 
on the fisheries, and rehabilitative measures to offset any 
anticipated losses have to be implemented as a part of 
the new water management scheme. In the Mekong 
development programme, artificial propagation of endan
gered species and their large scale cultivation in water 
bodies is the principal ameliorative measure that is being 
adopted to offset anticipated 10sses(14). 

Strat ifi cation 

Stratification, which is a result of the tendency of 
lighter, warm water to float over denser cooler water, is 
a phenomenon observed seasonally in many deep 
reservoirs. When a reservoir is thus thermally stratified, 
oxygen from the previous vertical mixings may be 
depleted soon in deepest layers. In these layers, hydrogen 
sulphide is also produced , imparting obnoxious odour 
and creating a fish less void. However, even in deep 
tropical reservoirs where stratification generally occurs, 
the top ten metre (or so) layer always remains well 
oxygenated as a result of wind action and oxygen 
produced by the hordes of microscopic green plants 
(photoplankton). Stratification often breaks down with 
the onset of strong winds, generally during monsoons 
and during heavy cool rains. The obnoxious presenc~ 
of hydrogen sulphide in the deep reservoirs results from 
decay of submerged vegetation and the decomposition 
of organic matter that settles down. This along with 
concomitant depletion of oxygen may cause fish kills 
during the initial months or years of reservoir formation 
or when there is a sudden turnover of the water mass. 
This is, however, a transitory feature, and the magnitude 
of such fish losses is in~ignificant compared to the high 
levels of fish productIOn that follow. Water low in 
suspended solids and acidic from flooded forests 
~ars~es, and br~oks . corrodes hydraulic machinery and 
plpehnes; bactenal slime develops in closed conduits and 
algae and moss grow in open concrete lined canals 
impeding water flow and resulting in power generation 
losses. 

How~ver, on tb~ positive side, the fertilizing action 
~f decaymg vegetatIOn generates the explosive prolifera
tIOn of phyt?pl.an~ton , ~hich is the basis of production 
of ~U aquatic hf~ tncludtng fish. It is to this fertilizing 
a~tJon of decaym~ ve!?etation! that the phenomenally 
hlg~ fish production to tropical reservoirs is generaJly 
attnbuted. 

Am~lior~tive. action often suggested for the problem 
of stratificatIon IS the selective withdrawal of water from 
the deep stagnant levels of man-made lake. Release of 
deoxygenated water could conceivably harm fish and 
ot~er aquatic life downstream of the dam. To overcome 
tl~IS problem, outlets could be positioned in dams at 
~iffe~ent levels between the surface and bottom, facilitat
mg sunultaneously selective withdrawals from discrete 
levels of a density-stratified impoundment, to ensure 

release of innocuous water to downstream users. 
However, even when trus cannot be done, the turbulence 
of the discharge soon drives oxygen back ioto the water 
and hydrogen sulphjde out of it. 

Water Weeds 

One of the undesirable consequence of creation of 
man-made lakes is tbe proliferation of nuisance, aquatic 
macro-vegetation. Virtually every major hydro-electric 
project built in the tropics, has been plagued by one or 
more pest plants(U). Principal offenders in this category 
are the water hyacinth (Eichhornia crassipes), water fern 
(Sa/vinia auricula/a) and water lettuce (Pistia stratiotes). 
Water weeds can harbour vectors of several waterborne 
diseases. In Ghana, water lettuce infestation in Lake 
Volta caused the spread of disease, as this plant is the 
prime habitat for several mosquito larvae. One species 
of mosquito obtains its oxygen directly from the roots 
o~ th~ plan~ ~nd th~s never .surface.s, rendering its control 
WIth IDsectlcldes VIrtually ImpOSSIble, without clearing 
the weed. Similarly, water hyacinth is reported to 
harbour several snail vectors of human diseases. 

. Besides being instruments of spread of diseases, weeds 
Impede .water ~ow .and navigation by clogging water 
ways WIth theIr thIck growth. Fish populations are 
adversely affected due to shutting off of solar energy 
fr?m the phytopla~kton and due to pollutional effects 
of dead and decaylOg weeds. Furthermore weeds utilize 
nutrients which would otherwise be av~ilable in the 
production of fish food organisms and themselves also 
cause oxygen loss, during hours of darkness and very 
cloudy days. Perhaps the most insidious consequence 
of weed proliferation is transpirational loss of water 
generated by these plants. Compared to the loss of 
water by evaporation from a flat surface like tbat of the 
lake a hyacinth-covered surface increa es water loss 
thro.ugh ~vapotranspiration by a factor of about 3.5 in 
semI-troplca! areas and by as much as eight times in 
parts of India, where there are long periods of relatively 
low humidity(4). 

Pro~fer~tion of .undes!rable aquatic vegetation in 
reserv~1Ts IS a manifestation of unutilized productive 
potentl.al of the waters. Fortunately, man is learning 
that thiS vegetable production potential can be diverted 
to channels advantageous to him(lO). Introduction of 
'l~rge numbers of phytohagous fishes is reported to 
WIthdraw 30 percent from the quantities (of water 
plants). being .formed annually'(7). It is, however, 
recogmzed that mtroduction of new species could cause 
several problems of a different nature in its wake and 
that considerable care has to be exercised in decidi~g on 
any introduction. Gaziev(?) further reports that 200,000 
tons of protein concentrate, utilizable in cattle feeds, is 
extracted. fr.om bl.ue-gree!1 algae harvested annually from 
a reservOIr ID Dmepcr River. Useful aquatic plants like 
w.ater cress a~d wate.r .chestnut which are valued in gee· 
dients .of ASIan. c~ls~~e could be grown extensively in 
reserVOIrs, thus mhlbltmg growth of obnoxious weed 
plants. Above all, weeds themselves can be utilized after 
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suitable processing, as animal feeds . Thus, given 
adequate research effort it is possible that human 
intervention could greatly alleviate if not eliminate the 
nuisance value of aquatic vegetation. Also, while 
considering the disea e-vector-barbouring potential of 
water weeds in relation to Southeast Asian situation. 
one bas to bear in mind the fact that these weeds already 
occur in profusion in the innumerable water bodies 
spread over the landscape. Water borne diseases that 
could be spread through the intermediacy of vector 
harboured by the weeds, are already rampant. Water 
resource development in such a situation might have a 
positive effect, be focusing the need to take adequate 
remedial measures . 

The Terrestrial Environment 

Forests and Wild Life 

The most obvious adver e effect of impoundments on 
the terrestrial environment is the loss of productive farm 
lands through inundation. Loss of valuable fore ts, 
pasture lands for live stock and grazing, or browsing 
lands for big game animals could al 0 contribute to 
considerable losses. For instance, it is estimated that 
scientifically managed and harvested biomass of wild 
animals in tropical savannahs could exceed that 
obtainable from cattle raising in the same locations(2Z). 
The value of game yields in Africa is estimated at US 
$ 600 to 900 per km2• ]t is, however, possible with 
adequate studies and investment to replace these losses, 
at least partially, through fishery development and 
management in the man-made lakes, and the develop
ment of pasture lands, utilizing irrigation water from 
the reservoirs . Further, given the economic and dietary 
importance of agricultural crops that could be grown on 
lands irrigated through dam construction, 'the loss of a 
few low land forests to flooding is probably not very 
significant in the total economy of the country'('). 

Survival of rare plants or animal species with limited 
ranges or habitat requirements, could be endangered 
through submergence of special habitats. For instance, 
it has been suggested that the survival of the Kouprey 
(Ovibos moschatus) in northern Cambodia could be 
endangered by one of the proposetl Mekong dams(I). 
Apart from the scientific, ethjcal and conservational 
interests, some of the rare animal species could provide 
gene pools which could be of considerable value in the 
development process. Crossbred with domesticated 
varieties, these rare species could be instrumental in the 
production of superior strains leading to expanded 
animal or plant production. 

Wbereas such problems as the above are well 
recognized by environmentalists, it is often overlooked 
that man-made lakes could also create opportunities for 
environmental improvement, by stimulating the estab
lishment or enlargement of adjoining game preserves 
(e.g., Kainji and Volta Lakes). Isolated islands and 
peninsulas in the lakes appear to afford excellent oppor
tunities for development as game parks or wildlife 
preserves. 

Ground Water 

Ground water How change resultant on seepage 
from man-made lakes depend evidently on Lhe perme
ability of the substrate. Negative effects of such change 
are on record. )n ome instances, due t chan s in 
the pres ure of ground water and the direction of its 
flow, levels in some area ri e to the e tent of producing 
bog effect adversely affecting the agricultural use of the 
soil (0). Seepage losse in some ca_es are reported to be 
of such magnitude as to defeat the very purpose of dam 
construction for water stol·age. A case in point often cited 
i Lake Na er in Egypt, where lateral eepage is e timuted 
to reach 1,000 million cubic metre per year, represent
ing 0.6 percent of the lake's content. On the po itive 
side, there is the pos ibility of changes in volume nnd 
direction of ground Water flow, facilitating reclamation 
of low-lying, arid lands con iderable distances away 
from the dam. It appears that such a possibility has 
been fore een in gypt (Lagler, personal communi
cation). 

Earthquakes 

Earthquakes are known to have accompanied the 
construction of about a core of dams in different parts 
of the. world . . Seismic activity !ollowing the filling or 
reservolTS, partIcularly those whIch are more than 100 
metres deep, h.as bee~ notice~ in such divergent regions, 
from a geologIcal pomt of VIew, as the Zambezi graben, 
Greece, or the Deccan Plateau(17). While there is no 
complete agreement among geologists on the exact 
causative factors for this seismic activity, there is a 
general consensus that such activity occurs where the 
rock masses were already close to failure, and where 
water injection from the impoudment inLo faults may 
lubricate the slippage of rock blocks to produce termors. 
It follows that gathering the relevant seismic and 
geophysical data has become a prerequisite to dam citing 
and construction planning. 

Climate 

Climatic changes are known to have resulted from 
dam construction ; the magnitude of changes depending 
on the size of the lake created and the extent of alteration 
of, and interaction with, natural factors that determine 
the existing climate. These effects manifest themselves 
in the form of blinding fogs , where ambient air tempera
tures fall sufficiently beneath those of water surface. In 
some cases, as for example Lake Rybansk in USSR 
(Temperate Zone), normal precipitation might decrease 
in the spring and double in the Autumn . Climatic 
effects are known to extend as much as 2- J 5 km around 
the lake and may interfere with planned land use around 
the lake. However, collection of adequate meteorological 
data and analyzing them prior to dam construction can 
made possible the prediction of climatic effects and 
enable modification of Jand use plans to conform to 
predicated cbanges in climate. However, man-made 
reservoirs that have an influence in macroscale and 
mesoscale on meteorological processes are mther few(l2). 
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Agriculture 

Besides power development, improvement of agri
culture is generally considered the ' raison de etre' of 
water resource development. Intensive agricultural 
operations themselves, involving the use of pesticides, 
herbicides and fertilizers, have been very harmful to 
fisheries . Rapid increase in the use of artificial ferti 
lizers, particularly phosphorus and nitrogen compounds, 
have led to serious pollution of tbe water bodies receiv
ing the agricultural return flows either in surface runoff 
or in ground water. increased fertilizer loads would 
lead to development of excessive algal blooms with 
associated massive oxygen depletion and fish kills. 
While on the one hand pesticidal and herbicidal pollution 
is a serious hazard to aquatic life (and to consumers of 
aquatic organisms) that intensive agriculture could 
introduce, on the other hand the absence of herbicides 
and pesticides could be a serious hazard for agricultural 
production. 

Tbe Human Environment 

Reset t lemen t 

Resettlement of population displaced from reservoir 
basins, and spread of water borne diseases are two of 
lhe major environmental disruptions reported to result 
directly from water resource development. Reservoirs 
have shown themselves to be major factors in human 
migration not readily countered by the conveniences of 
previously constructed re ettlement villages. In the 
history of man-made lakes to tbe present, hundreds of 
thousands of people have had to be resettled. It has 
been repeatedly alleged that re ults have been mostly 
unsatisfactory. Historically, improper location of resettle
ment villages have made the new homes uninhabitable 
or uninhabited, however attractive. Occupational changes 
necessitated by migration have usually found the reset
tlees unprepared and untrained to take advantage of the 
new opportunities. Resettlement yndrome caused by 
the 'wrench of departure' from familiar home locale and 
cultural incompatibility with co-settlees or host popu
lations have resulted in an increase in mortality and 
morbidity rates of the resettled populations. Examples 
to substantiate the e allegations are often cited from 
Africa. and Asia. 

Undoubtedly, there have been disruptions of the 
nature alleged above, arising out of faulty planning and 
inadequate attention to the problem. There are an 
equally large number, if not more, of instances where 
unprecedented prosperity followed forced resettlement. 
To give only one instance, the T.Y.A. region of the 
United States illustrates well the nature of secondary 
long-term dividends of changing careless agricultural 
practices to profitable farming based on good soil 
conservation and on economic land use planning. 
Human betterment invariably accompanied effective 
resettlement planning based on ecological, social and 
economic aspects and water management schemes, as 
illustrated by many examples in Europe and USSR. 

Water-borne Diseases 

Explosive spread of water borne, human disease is 
known to accompany environmental changes in the 
aquatic environment consequent on dam construction. 
Tn several parts of Africa, the creation of vast areas of 
placid water environment by dam construction favoured 
the increase of populations of the intermediate snail 
host of a human disease known as Bilharziasis 
(schistosomiasis). This contributed to spread ofthe disease 
in epidemic preportions. Similarly, placid waters in 
shallow, twisting lakes shores could provide ideal breed
ing conditions for the mosquito vectors of malaria and 
yellow fever and the waterflea host of the guinea worm. 
Whereas placid water of man-made lakes favour the 
spread of some diseases, the rapid water flow induced by 
flows through dam sluices have, in parts of Africa, 
encouraged the breeding of a black fly , Simulium, which 
carries a human disease known as river blindness 
(onchocerciasi) . An imaginative writer, deluded by 
enthusiasm, even attributed the spread of dengue fever 
and elephantiasis to dams! Of course, this particular 
allegation is ridiculous considering that Aedis egypti, the 
mosquito that carries hemorragic dengue fever always 
breeds indoors, in water stored in pans, pots and other 
containers, and never in the open . Also, the elephantiasi 
carrying mosquito, Culex jatigans, always breeds in 
polluted cess-pools in the neighbourhood of habitations 
and not in relatively clean , lake waters . 

A particular environmental situation that has spurred 
the dramatic spread of many water borne diseases is that 
in arid Africa dam construction conveyed water to erst
while dry areas. In the case of tropical Asia, however, 
where stagnant waters abound in the countless ponds, 
swamps, natural lakes and so on, still water conditions 
that favour the proliferation of the disease vectors exist 
even before the creation of man-made lakes. Therefore, 
dam construction in this region may not become instru
mental in creating conditions favourable to the spread of 
the diseases in new areas, thougb increase in the extent 
of shoreline area created by dams could well serve as a 
multiplying factor in the spread of the diseases . Further, 
diseases like river blindness do not occur in this region 
and schistosomiasis is highly restricted in its endemicity. 
For instance, in India, despite the construction of a large 
number of dams, there has been no indication of explo
sive spread of bilharziasis. Similarly, in the Mekong 
basin, bilharziasis is restricted to a few small areas. 
Painstaking research in the Mekong basin has further 
indicated that the intermediate ho t (jf the blood fluke 
(apparently a new strain of Schistosoma japonicum) which 
causes bilharziasis, is the tiny snail, Lithoglyphopsis 
aperta, which is essentially a rapid-flowing-water species. 
Therefore, it would appear possible that water resource 
development in this region may not encourage the spread 
of the disease, unless the snail could adapt to the lacus
trine environment of man-made lakes or to the slow
flowing-water environment of irrigation systems. Not
withstanding this probability. at the present time " it is 
not possible to predict if and to what extent the disease 
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may be spread by the construction of dam below this 
(its correct) focus"(tO) of infestations. 

There are also indications to the effect that in 
northeast Thailand, the occurrence of another schisto orne 
(Schistosoma spindale) which can cause a minor incon
venience known as "bathers' itch" or "swimmers' itch" 
in humans, might offer some protection against the 
bilharziasis causing schistosome. Such a possibility i 
now being studied by the World Health Organization. If 
such protection could be demonstrated, it could indicate 
that people of northeast Thailand may be able to resist 
S. japonicum (bilharziasis) infection, a a result of eros 
immunity from S. spindale (bathers' itch) infection(,). 
This is yet another clear pointer to the fact that extra
polations or generalizations from experience from one 
region are not necessarily applicable to others. 

Nevertheless, there are other diseases which are 
characteristic of the area that could spread extensively 
as a result of placid water environments created by dams, 
coupled with the eating habits of the populace. Some 
important endemic diseases of that nature are briefly 
described in the following paragraphs. 

Opisthochiasis is a disease caused by the liver fluke, 
Opisthorchis viverrini, that parasitizes many carnivores 
such as man, dog, fox, cat and other fish eating 
mammals, which are the definitive hosts of the parasite. 
The disease causes cirrhosis of the liver, occasional 
obstruction of bile flow, and, after prolonged periods of 
infection, even perhaps carcinoma of the liver. Earliest 
indications of the disease in humans are abdominal pains, 
low fever, nausea and some diarrhoea. The fluke is 
transmitted to the definitive host through two inter
mediate hosts; the first, a snail. Bithynia goniomphalus, 
and the second, fishes of the family cyprinidae, in 
particular Cyclocheilichthys sp. and Hampala sp. Man 
acquires the fluke parasite by ingesting raw or 
insufficiently cooked fish. carrying the metacercariae 
(second stage young) of the fluke. Leptosporiasis is from 
another liver fluke also, transmitted to man by the 
consumption of improperly cooked fish. This parasite 
completes its life cycle by passing through two inter
mediate hosts, snail and fish. Pulmonary paragoni
miasis, a debilitating disease of the lungs, is also con
tracted by humans through the ingestion of improperly 
cooked or raw freshwater crabs and prawns or by 
drinking water contaminated by metacercariae, that have 
escaped from crabs and prawns. A nematode (round 
worm), Angiostrongylus cantollensis, contracted by 
humans through the ingestion of raw or improperly 
cooked snails. particularly of the genus Pilidoe. causes 
eosinophilic meningo-encephalitis. 

All these diseases are endemic to the Southeast Asian 
region and are wide-spread even before the construction 
of dams. For instance. rates of infection of liver flukes 
are up to 90 percent in some villages, and of A. can
tonensis up to 93 percent. in certain locations. Pre
impoundment studies related to the Mekong development 
served to bring these problems into focus and to higb
light the need to take up remedial measures; otherwise 

they would have continued to remain in the penumbra 
of ignorance and neglect that chara terizc familiarity with 
disea e. To tbat e tent, water re ource development in 
the Mekong ba a beneficial effect in initiating mea 'ures 
that might ultimately lead to contr I of water borne 
di ease. In the mean time, however, the patt rn of 
incidence of these disease and the nature of their 
propagation render it extremely important to study care
fully how the creation of man-made lake and inten i e 
irrigation sy tems would affect the distribution and 
intensity of the disea es. 

Conelu ion 

A reali tic assessment of environmental elTe ts of 
water resource development . must necessarily take into 
consideration the effects of leaving the environment 
unchanged. 1n tropical Asia. people are only too familiar 
with environmental effects of ·non-development'. Towns 
and villages are repeatedly devastated and crops are 
frequently destroyed by floods. Ab ence of regular 
supply of irrigation water and consequent low-yield 
agricultural operations precipitate food shortage. N n
availability of adequate electrical power is reflected in 
lack of basic industries to exploit natural resource ' and 
to supply day to day needs of the population . The 
perpetuation of penurious state of human society. as a 
combined con equence of all the above factors, is all too 
common a ituation in Asia to need any elaboration. In 
recent years, anthropologi ts have discovered human 
societies that live in complete harmony with nature ; 
societies that did not strive to modify their environment. 
We have examples of such societies in the forests of 
Andamans, in the mountainous regions of the Philippines. 
in the Amazon basin. and elsewhere in other iso lated 
corners of the world. These societies have in them a life 
expectancy of a score or so of years ; they are constantly 
plagued by pestilence, disease and starvation and live in 
perennial fear of predatory animals. If the human race 
is to survive under better conditions, it has to modify its 
~nvironment ; not carelessly but judiciously; not in 
Ignorance, but after a proper understanding of the conse
quences of such modifications. Therefore. water resource 
developments undertaken after adequate studies and with 
due caution and ameliorative action could be most 
valuable instruments of economic development. of 
improvement of environmental quality, and furtherance 
of human well being. Many water resource develop
ment projects around the world have scored very highly 
in the achievement of purposes for which they were 
constructed and have generated unprecedented benefits; 
some have failed in more ways than one and have created 
unantiCipated costs and woes, not because of any evil 
intrinsic to water resource development itself, but because 
of human failures-short-sigbtedness and lack of pers
pective on the part of development agencies, imperfect 
co-ordination among and within the agencie involved, 
inadequate re earch on immediate and long-range effects. 
poor scheduling and implementing of relevant activities, 
and inadequate supply of technically trained manpower(l8). 
Fortunately, ways to minimize unwanted effects of water 
resource development are fast becoming more clear. 
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The author works for the Mekong development 
programme, The planning of this project represents the 
type of environmental concern that should b: eKnibited 
by water resource projects everywhere, It has already a 
fifteen year history of research and planning prior to the , 
construction of the first mainstream dam, It is one of a 
few projects of its typ~ in the world , which has adopted 
a truly broad and yet intensive multidisciplinary approach 
for its long-range planning in water resource develop
ment. Painstaking studies are conducted far in advance 
of the construction of dams and projects are executed in 
logical sequence in $0 far as available funding p~rmits, 
The programme may not completely eliminate environ
mental hazards, but it will certainly minimize ecological 
costs. In the final analysis people will be better off and 
that, after all, is the ultimate purpose of our quest. 
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SYNOPSIS 

Rapid growth of the world population has taxed the earths' resources to sustain 
it. Enormous demands for water by man and his polluting habits have threatened the 
ecology of the earths' water resources including marine life in the oceans. The limit of 
readily available fresh water is about J . 5 X 1010 M gal/year, being the sum of the runoff 
and safe ground water withdrawal. 

In the exploitation of this limited water resources man has acted with increasing 
irresponsibility alld brought about ecological disasters from which even man is not 
immune. 

In developing countries caught in the web of feeding populations their economies 
cannot sustain, a desperate program of intensifying agricultural and industrial produc
tion is in motion. In this exercise the main resources of land, air and water are being 
increasingly polluted. Since the life giving water is in intimate contact with the land 
and the atmosphere via the hydrologic cycle the pol/ution of one resource is cycled to 
the next and living organisms on the land, water and air, including man himself becomes 
a victim. 

Man has scant regard for an amenity once its usefulness has declined. Witness the 
wastes that empties into the rivers and oceans degrading the environment, disturbing 
the ecology and destroying the fish, the only source of inexpensive protein available 
to people in the lesser developed countries. 

Human Growth 

1.1 Engineering is described as the art of directing the 
Great Sources of power in nature for the use and 
convenience of man. As man dominates all ecosystems 
on earth, he has manipulated natural systems to serve 
his immediate needs, regardless of consequences. 

1.2 With growth of civilisation, technological advance
ment, conquest of disease, the quality of life improved 
and man having no predator, multiplied by leaps and 
bounds to the present 4 billion (1975). 

Water Resources has been the most exploited natural 
system since man strode the earth as a colossus from the 
dark ages. 

Ego centred as an individual or patriotic in terms of 
his artificial national boundaries man has been selfish 
and extremely short-sighted in the exploitation of the 
natural resources, which he believed to be infinite. 

361 

The phenomenal increase of his number and the 
need to fulfil their basic demands of food , clotlting, 
shelter and energy have taxed the world's natural 
resources to such an extent that danger signals have 
appeared all round warning him of the ecological 
disasters ahead. It took man 200,000 years to grow ia 
numbers to 1 billion. A century later, 2 billion 
comprised the earth's popUlation. La 30 years (1930-
1960), the third billion was added and this year (1975), 
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will pass the fourth billion to reach 6.2 billion in the 
year 2000. Realising that every day, when it is available, 
a human being consumes an average 2 lb of dry food, 
6 Ib of water and inhibits the amazing amount of 
60 Ib of air out of which he consumes 6 Ib oxygen, 
supplying these 3 needs for 4 x 109 souls for a single 
day in 1975, is a staggering proposal by itself. But, he 
keeps increasing in numbers at an estimated 120 every 
minute and to crown it all, a man discharges 5 Ib solid 
wastes each day in the form of food waste, paper, plastic 
and trash. The greatest danger to man's environment 
has arisen from the unbridled expansion of his numbers 
- tbe population explosion. 

Water Resources alld Ecosystems 

1.3 Although the earths' surface is covered by over 
70 percent water, most of this is either salty or frozen 
and what is available is less than 1 percent. 

It is this 1 percent fresh water that man has harnessed 
in planning and execution of water resource projects. 
Since water quantity-wise is constant in the scale of time, 
the hydrologic cycle sets its motion through air, and 
land, plant, animal and man. Water resources ecology 
cannot, therefore, be singled out, due to interdependence 
and interplay of environmental pollution, ecosystems 
disturbance and degradation of soil. 

Due to the interdependence and interaction of the 
principal resources of water, air, land and the biota 
sustained on this earth, housekeeping or the ecology of 
anyone item cannot be pursued independently. Study 
of water resources from the ecological view point, thus 
form an indivisible part of the total picture, involving 
land, air and biota. 

1.4 The increase in CO 2 content in the atmosphere at 
the rate of 6 billion tons/year from combustion of fossil 
fuels is expected to raise its concentration from 300 ppm 
by volume to 375 in the next quarter century. This 
2~ percent increase in CO~ content could have far reach
ing global effects, melting of polar ice cap, rise of sea 
levels, alter climatological sequences, expand desert and 
will result in general environmental disruption. Such a 
chain of events, not unforeseeable today (1975) may 
immutably change not only the abiotic, but also, the 
biotic aspects of this planet earth, inclUding man. 

1.5 In the animal kingdom, a balance of population is 
reached by predation generally. The highest form of 
life is ordained to man. Imbued with a rational outlook, 
he has increasingly exploited the earths' resources with 
the aid of the technology he has perfected. His belief 
that nothing is impossible to achieve has been rewarded 
with his conquest of space and the ocean depths, two 
environments alien to his habitat on earth. 

J.6 With the tirst space flight, man realised the value of 
the eartbs' resources. Into his space capsule, he packed 
not only his travel requirements but also, the "air" to 

breathe, water for his consumption and the food for 
his sustenance, signifying his utter helplessness in an 
environment alien to his home on earth. His exclamations 
from the darkness of space at the sight of the greenery on 
earth was nothing, but the yearning to be back amongst 
the vegetation inspired by the limited resources of land, 
air, water and biota on earth. 

Water Resources 

2.1 The past 200 years encompasses the teChnological 
revolution. In this period, starting from the steam 
engine to the nuclear power plants, man's energy 
requirements have expanded exponentially. In the 
search for more and more energy, vast changes took 
place in the earths' ecology and environment. The 
I percent available water resources on earth suffered most 
in this exercise. 

The earths' water resources usable by man, could be 
grouped into the following : 

(i) Rain and snow and the carrier clouds. 

(ii) Ground water which is storage in earth of 
precipitation. 

(iii) Rivers, lakes and man-made reservoirs. 

(iv) Sea water converted by costly desalinisation. 

(v) Small quantity of vapour in atmosphere obtained 
as dew. 

2.2 Based on the almost clockwork regularity of the 
arrival of monsoons, man placed so much trust, that his 
cultivation patterns and dates rarely changed year to 
year. 

Sri Lanka is one of the countries that depended on 
the monsoon rains to replenish her reservoirs in the dry 
zone and provide water for rain fed cultivations in the 
wet zone. The shifting patterns of slash and burn agri
culture or "chen a" cultivation depended primarily on 
these regular monsoon rains to broadcast seeds. 

But, since 1973, the monsoon rains have failed in 
timing and intensity and Sri Lanka, like the other 
countries, in East Asia and Central Africa, have 
experienced prolonged droughts and poor rainfall. Dry 
zone reservoirs normally storing only a part of the 
year's precipitation runoff, went dry destroying the 
entire lacustrine habitat and driving man, cattle and 
wild animals to seek new pastures and water sources. 
According to climatologist Reid Bryson, Director of 
the Institute of Environmental Studies, University of 
Wisconsin, "important climatic changes are going on 
right now, if continued, will affect the whole· human 
occupation of the earth". 

Drought persists in India, countries of the Sahelian 
belt, Mauritania, Mali, Chad, Senegal, Upper Volta and 
Niger, have suffered the ixth consecutive year of 
drought, freak floods of 1973 in Pakistan and the 
advance of the Sahara southwards, are evidence of this 
conclusion. 
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2.3 Whatever form man 's technology takes, his advances 
in water resource exploitation from surface, ground or 
river flow or high yielding grain and profitable breeds of 
livestock are all pivoted on the availability of water 
resource replenishment by rainfall. If rains fail, agri
culture, fauna aod flora and man must necessarily 
suffer. 

With the preseot world food shortage, the spectre of 
increased famine and reduction of population in man 
accompanied by irrever ible changes in the biotic and 
abiotic aspects of the affected regions is inevitable. 

The much vaunted green revolution of the late 60s, 
is rapidly fading . The increased demands of fertilizer 
by the miracle rice and miracle wheat at a time of 
soaring fertilizer prices , following the fuel price hike, 
could never be met by the developing countries. 
Another cause for the decline of the miracle grain was 
the lack of resistance to climatic change. 

Exploitation of Water Resources in Sri Lanka 

2.4 In Sri Lanka, a developing country, freed from 4 
centuries of western domination in 1948, the exploitation 
of her water resources has been comparatively systematic. 
Figure 1 shows the map of Sri Lanka. The presence of 
over 10000 reservoirs in various stages of repair in a 
land are~ of 25,332 sq miles (6,580,000 ha), is eloquent 
testimony of the enlightened water resource exploitation 
for the past 2,500 years. History records the construction 
of the first reservoir in Fifth Century B.C. by King 
Ponduvasdeva in Sri Lanka. 

Sri Lanka has essentially an agricultural based 
economy. Tea, Rubber and Coconut exports realised 
the foreign exchange earnings to purchase her consumer 
needs. The choice of these products was at the behest 
of past colonial governments, which gave low priority to 
food production. 

The Island is blessed with rainfall from 2 monsoons 
per year, yielding annual runo~ of 43 x 199 m3 (35 
million acre-ft) of water. Lookmg back to history, the 
ancient Sinhalese tank building kings had as their motto , 
the conservation of all waters that fell from the heavens 
and not a drop be wasted. The vast number of 10,000 
reservoirs would doubtless have been the response from 
the Joyal subjects executing regal orders. 

The Malaria Vector 

2.5 ' The causes for the collapse of this reservoir based 
irrigation, the decline ?f the Sinhales~ monarchy, the 
shrinking of her population to 2,490,380 ID 187! can be 
traced to the ecological aspects, VIZ., thc malana vector. 
Could it be that the very idea of storing all water in 
reservoirs led to the profuse multiplication of the 
malaria vector at a time eradication methods were yet 
unknown? Vector control or the anti-malaria campaign 
started in 1948, led Sri Lanka to reduce the death rate 

• Data collection interrupted by Civil disturbance. 

to 12 per thou and, the lowe t in outh-East A ia . Tbis 
ca~ ed a co~plai ant atmosphere and D .D.T. campaign 
dwmdled owmg to the high 0 t of operation. 1n \958. 
the vector control was renewed and r laxed in 1963. 
~hen the di ea e was brought under control again. But, 
smce 1967, are urgen e has been ob.erved as shown 
below : 

Year 
Case 

Year 
Cases 

1966 
207 

1967 
3,465 

1968 
425,937 

1971* 1972 1973 
145,368 132,604 227,713 

1969 1970 
552,234 46 ,202 

1974 
285,478 

The incidence of malaria continues unabated. For 
the P . Vivax or ordina ry type, 12,000 to 13,000 ca e 
have been recorded monthly in 1974, whil st the more 
virulent P. Falciparum which affect the brain has 
recorded an alarming increase as show)l in table below 
for the first eight months of 1974 : 

Month Jan. Feb. Mar. Apr. May 
New 
Cases 910 733 1,181 897 1,168 

Month June July Aug. 
New 
Cases 1,904 2,116 1,909 

The incidence of the disease from 1974, is linked 
with the curtailment of transport following the fuel price 
hike, sequel to the outbreak of the Middle East War in 
October 1973, and resultant relaxation of the D.D.T. 
spraying campaign . 

2.6 In this, a developing country like Sri Lanka is 
caught in the horns of a dilemma. With 20 out of the 
22 djstricts affected by this debilitating di ease. il setback 
on the efforts for increa ed food production is li kely . 
D.D.T. is a deadly chlorimated hydrocarbon insecticide. 
banned for use in the United States due to its harmful 
effects on the ecology and the environment. If thi ~ is 
intensively sprayed for vector control , the incidence of 
the disease may be curbed tempora ril y at an enormous 
cost in scarce foreign exchange, whilst introduci ng a 
pollutant to Sri La nka's resources of wate r, land , and 
fauna and flora and man himself. 

In the words of Rachel Car on " The chemical war 
is never won and all life is caught in its violent cross
fire. " 

The Coral Habitat 

3.1 The Western, South-Western and Eastern coastline of 
the Island is hemmed by surfacc or submarine coral 
Ancropora. Corals are predacious, primarily carnivorous 
animals, but of late, the coral reef has fall en prey to 
man's greed. The ecology of the coral habitat, has been 
intruded into by man-(i) to provide limestone by burn
ing of the live coral, (ii) by excessive exploitation of the 
tropical fi sh that form part of the submarine ecology. 
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FIGURE 2 : Coral reef bunters, Hikkaduwa. Live coral brokcn from submllrln reef being transported by raft. 
Blackspots In background Indicate divers mining coral . 

3.2 The limestone industry has attracted a section of 
the unemployed. living in the affected maritime regions to 
gather coral from coral pits in the low-lying coastal dunes, 
foreshore or from the submarine reef (see Figure 2). 
In the case of inland pits, the coral is mined in 
some ca es up to 30 ft depth in open pits. Pumps are 
used to evacuate the fast inflow of sea water into the pits 
through the open passages in coral formation. The 
limit of this operation is generally the depth at which 
pumping fails to lower the salt water-level in pit. The 
pumped outflow of saline water becomes overland run
off to low-lying lands and coastal lagoons. In this 
operation already brackish waters of the low-lying 
coastal strip are made increasingly saline and the chances 
of reclaiming this soil for productive paddy cultivation 
made very remote, if impossible. Tbe abandoned pits 
fill up with ea water created by the steep hydraulic 
gradient during pumping and form the habitat for the 
larvae of the filaria bearing mosquito which multiplies 
rapidly in tbe salvinia infested pits un pestered by other 
aquatic life forms or fish. This ecological disturbance 

has bequeathed the island with a crop of filarial victim~ 
on the western coastal belt. 

Intensive fishing of prawns, lobsters and exotic 
tropical fi h that abound the coral reefs ha caused a 
population explosion of the Acanthaster plancki (crown 
of thorns starfish). Unwittingly the "acropora" coral 
is now the victim of simultaneous predation by man and 
the starfish. Unemployment pressure and the readily 
available building material, limestone have decreed thi 
ecological catastrophe, to continue (see Figure 3). 

The reef coral in Sri Lanka's first defence against 
coastal erosion from the fierce South-West monsoon 
wind ripped waves and the lesser Southern swell. 
Though the reef can withstand, as it has withstood in 
the past, the might of crushing breaker , it readily suc
cumbs to a pickaxe or picket. A change in the coastline 
may be the best epitaph for this monumental folly . 

Gem Mining 
3.3 Gem mining industry has emerged as the foremost 
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FIGURE 3 : Broken corlll ready for transport to kilns, HikknduwlI . Much of this is live coral with sea weeds lill 
growing on It. While "Crown of Ihorns"- stllrfish strips polyps from coral leaving dead limestone 
man removes it en bloc exposing the coast to serious erosion . ' 

earner of valuable foreign exchange in the last three 
years in Sri Lanka. With stakes higher than for coral, 
this is an enterprise ably encouraged by the state and 
vigorously pursued by entrepreneurs. But, the methods 
used in the mining are generally inimical to the interests 
of environment and ecology. Mining along river banks 
pursuing seams, have disturbed the fragile environment 
between soil and water, promoting soil erosion and earth 
slips. Destruction of the timeless forest cover on land 
too steep for any cultivation wiJl guarantee prolonged 
ediment transportation down the river . 

3.4 The numerous lagoons dotting the coastal belt of 
the island are fast filling up with sediments. This has 
reduced the minimum depth required for the biannual 
circulation of water necessary for the lacu trine habitat. 
Con truction of the Senanayakc Samudra in the Gal 
Oya Valley and the opening up of 44,500 ha, bas 
introduced a heavy drainage discharge into the Batti
coloa lagoon resulting in the progressive decline of its 
salinity and endangering the lagoon ecology of penacid 

and prawn cultures. 

Persistent demands by fishery industry to dredge the 
.Batticaloa lagoon and bypass the drainage waters direct 
to sea have been made to restore that ecology. Similar 
condition occurs in Negombo lagoon by siltation from 
the Dandugam Oya and the famed prawn culture is 
endangered. 

Pearl Fisheries 

3.5 Lack of an ecological understanding has completely 
ruined Sri Lanka's pearl fisheries by over exploitation of 
the Pearl Banks_ A survey conducted in 1965 yielded 
this rorelorn conclusion. 

DeC orestation 

4.1 The opening up of vast tract of jungle land with 
the execution of large irrigation and hydropower 
schemes has spelled ruin to the ecology of the lush tropi
cal evergreen forests of the island. The number of 
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pecies lost in these exercises will never be known as eco
logical, and environmental impact studies were totally 
ignored in attempting favourable benefit-co t ratios 
at project evaluation. 

In dam construction for reservoir projects the clear
ing of forest, was on the primitive methods of slash and 
bum even though heavy machinery was utilised in the 
"slashing." Although wind belts and forest reserves 
were allowed in blocking out plans of irrigable tract , 
on the land, what mel the eye of the beholder after the 
bulldozer left, was a forelorn sweep of smouldering 
stumps and ashes. The situation was no different from 
the nomadic type of shifting cultivation or "chena" 
cultivation. 

Eutrophication of Reservoirs 

4.2 Potential Reservoir beds suffered most. Borrow 
areas were stripped of all vegetation and fauna and flora 
of the region suffered total destruction. Animal fleeing 

from man' terror ere in ariably destr cd, omelimes 
for their fle h. Since the entire water pread area wa, 
too a t, large ector were left to be de troyed by the 
rising water once the dam wa complete. 

The dying trees, plant and animal ubmerged In 

re er oir construction ga e rise t eutrophicati n of the 
reservoir waters. Deo ygenation cau d by de ompo ilion 
of ubmerged land vegetation gave an in ipid tn te t 
the water and reduced fish population (see Figure 4) . 

4.3 No data what oever exi -ts of pre-re er ir peri d 
on the chemical, microbiological, b tanical. zo logi nl 
and ecological a peets. It has been proved that dams 
reduced by tenfold invertebrates uch as in 'ect larvae 
and snail for everal miles downstream. This plunder 
of life which takes place when the dam stops the flow 
and dries up part of the stream bed probably affected 
the river' capacity to clean e itself. 

The reservoirs with sprouting dead tree trunks and 
branche over the shimmering water spread stand as 

FIGURE 4: Reservoir formed on uncleared lake bottom, Padaviya. Jmpoundment spells dealh 10 mo I biola , ond 
cau C$ deoltygenation affecting ecology. Dead trees ob trucl boating and recreation. Calm woter~ belp 
weed growth and di ease vectors. 
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eloquent epitaphs of man's indifference to the wanton 
haste and ecological blindness. 

The conversion of a perennial or non-perennial 
stream into a reservoir offluctuating water levels respon
ding to irrigation or power demands is potentially an 
environmental hazard. The knowledge necessary to 
quantify the benefits and hazards from such situation, is 
yet very meagre. As each location has its own native 
biota and no monitoring was done under pre-impound
ment the ecological changes cannot be properly assessed. 
But in small reservoirs in the dry ZOne the dead storage 
(storage below irrigation sluices) is exploited in many 
ways as listed below: 

(i) as a source of drinking water sometimes by 
sinking wells in reservoir bed. 

(it) focal point for aU ablutious, washing of clothes 
using detergents. 

(iii) water point for cattle who always pollute the 
reservoir bed with dung. 

(Iv) concentrated fishing in depleted waters. 

(v) drying fish, caught after removing the entrails 
which are discarded indiscriminately in the 
dried reservoir bed. 

(vi) tank bed or impoundment area cultivation for 
paddy or other short period crop, during falling 
water levels. Ploughing up the reservoir silt 
deposits, disrupts the entire biotic environment 
and if fertilizer is used the pollution that follows 
reservoir filling can be imagined. 

Depending on the period of drought some reservoirs 
dry up completely. Under the above circumstances it is 
not difficult to see that fish cultures in inland reservoirs 
in Sri Lanka can only atrophy. The only species of 
note is the "Til apia mossampica" introduced into reser
voirs in 1951 but fighting a losing battle against human 
predation, as no conservation or preservation measures 
are enforced. Indeed dynamiting of fish in lagoons and 
reservoirs is an occasional occurrence, carried out by 
ignorant and lazy fishermen oblivious of the ecological 
holocaust they perpetrate on dumb nature. 

Weed COntrol 

4.4 Use of water as an agent for weed control is 
practised extensively in Sri Lanka. Ecologically this 
should be more beneficial than the introduction of 
chemical weed killers into the paddy to be ultimately 
washed into the streams and rivers and affect the fish and 
eutrophication of river waters. A further advantage is 
the saving in foreign exchange if the chemicals were 
imported. 

Paradoxically in some parts of Sri Lanka, viz., 
Dewahuwa. experimentation has proved that the highest 
paddy yields were obtained by tracts having at least 5 em 
(2 in.) of standing water covering the land during most 
of the growing season, including heading stage. The 

effect of this standing water in tillering stage was 
negligible on the yield. 

This concept is in agreement with the notion of rustic 
farmers who from ancient times have banded down the 
traditional methods of paddy cultivation. But from a 
water resource point and consumptive use analysis such 
practice is detrimental and wasteful of limited water 
resource. 

4.5 In the case of terraced paddy cultivation on hilly 
country, storage of water in paddy lands will cause an 
artificial high water-table and could promote earth slips. 
However, a beneficial aspect of this practice is the 
increased infiltration and thus greater ground water 
storage, an ecological aspect achieved in the natural 
forests the largest self-perpetuating ecosystem on earth. 
Basin furrowing or the excavation of thousands of 
shallow depressions practised in parts of the U.S.A. is a 
similar artificial measure to promote infiltration and 
arrest erosion. 

Lumber Trade 

4.6 Forests are felled not only for shifting agriculture 
which is wasteful but also for the timber for feeding the 
state timber complexes, viz., plywood, chipboard and 
building industry. The ecosystem that was the result of 
thousands or even millions of years of continuing evolu
tion was being destroyed in the Sinharajah Mechanical 
Logging Project. Here the last bastion of the tropical 
rain forest in the island is yielding to heavy earth moving 
and tree cutting machinery. 

On the impetus given to the food drive vast tracts of 
timeless forests have succumbed to the axe or tractor. 
Forests that took a foothold on steep slopes after 
centuries have crumbled to be replaced by tobacco as at 
Maturata and Teldeniya, on slopes over 45° (1 in 1). In 
other places once the timber was exploited the naked soil 
was left to brave the tropical heat and torrential rain as 
the soil was unsuitable for cultivation. This was soil 
conservation on the retrograde. Denied of the protective 
forest cover, the exposed hillsides promoted flash floods 
and intense soil erosion which ultimately collected as 
sediment deposits in water storage reservoirs. Unprece
dented floods in the hill country towns of Nuwara Eliya, 
Halgran Oya, Ragala, Warakapola and Teldeniya in 
1973/74 provide adequate proof of the dangers of 
tampering the fragile zone especially the lands over 
1,525 m (5,000 ft) elevations. The increased turbidity 
of the silt laden waters affected the ecology of the rivers 
and reservoirs. 

Forest and Climate 

4.7 The effect of forests on the climate rainfall and 
water resources, have now been well defined. Forests 
contribute significantly to the global cycling of COa a 
commodity nearly getting out of hand by the increased 
combustion of fossil fuels. Over half the photosynthesis 
on earth is attributed to forests cover. Thus excessive 
deforestation impairs the rate of natural removal of CO. 
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from the atmo phere and may produce the "green house" 
effect with all its attendant evils of melting polar ice cap 
and inundating vast areas of the coastal belt of the entire 
world. 

4.8 Molchanov has shown that for maximum water 
yield, forest should be distributed in the form of shelter 
belts on the contour. 6 percent of watershed area under 
contoured forest strips have been shown to halve the 
overland runoff of a completely agricultural water hed. 
30 to 40 percent of the areas if afforested en ures transfer 
of the entire surface runoff to the sub-soil and prevent 
surface erosion. 

Waterlogging 

5.1 In overpopulated developing countries the form of 
land tenure system leads to fragmentation . Units 
unec~nomic to handle are prolific. Even if the entire 
tract IS under one crop, failure to synchronise cultivation 
leads .to ~ater issues, non-stop all round the year, 
resultmg m waste of scarce water resources and main
taining high water tables even at harvesting time for 
some lots. Ecologically this promotes in the canals 
profuse growth of weeds, viz., water hyacinth , salvinia 
and the Bulinas Snail, a vector of the trematode worm 
which causes "Schistosomiasis", a disease ende.rruc in 
Egypt and China. In Sri Lanka the filarial mosquito ha 
been found to breed in waters infested with salvinia and 
water hyacinth especially in the coastal regions. 

Water Hyacinth (Eichichornia Crassipes) 

5.2 Water hyacinth is a plant with explosive growth 
rate, has become a nuisance in covering reservoirs, canals 
~nd lak~s in Sri Lanka. Some of the eutrophied canals 
In the city of Colombo are completely covered by this 
growth causing impediment to water flow in times of 
flood. Abatement measures as manual or mechanical 
removal have met with little success as the "Water 
Hyacinth community doubles every two weeks, with one 
plant generating 65,000 offspring in a single growing 
season". 

However, tests carried out at the National Aeronau
tics and Space Administration (NASA) laboratories in 
Bay St. Louis, Mississippi from 1971 to 1974 have di co
vered in water hyacinth "a remarkably efficient and 
inexpensive filtration and disposal system for toxic 
materials and sewage released into waters near urban and 
industrial areas". 

This represents a major breakthrough in the fight for 
restoring sewage polluted estuaries rivers and lakes, in 
tropical areas. ' 

Monoculture Dangers 

5.3 Monoculture propagation has followed the execution 
of large irrigation projects in Sri Lanka. This has been 
the rule as in the early days no land use study was 
undertaken before the project execution. 

Under these circumstances vast acreages were 

earmarked for paddy cultivation. a monocu!ture, whi h 
al.1 good ecol.oglst abhor. Sri Lanka had a ta ·te of this 
bitter result In November 1974 when the Brown Hopper 
pest ~evas.tated ove~ 5,000 ha (13,000 acr ) of paddy 
reachmg It matuflty and alfe ted a further 14,000 ha 
(35,~O acres) in tbe Amparai Oi trict. As the c untry 
was m the thr?es of ~ food. cri i aerial spraying was 
restored to usmg the insecticIde "phosvel" and in 2 weeks 
90 percent of the pest ~as des.troyed and the crop partly 
saved. But the ecol?glcal disturbance following this 
h~ve not been mOnttored as uch exerci es are deemed 
dispensable in developing countries. 

5.4 In 1971 the coconut belt down the west coast wa 
~lttac~e~ by the Cummingi pe t. Fortunately no 
l~sectl~lde was used to control thi and resort made to 
blOioglcal control that had the least impact on the water 
land and air resources . • 

Land Misuse 

6.1 From the early 60 sy temlltic lund u e survey 
hav.e generally preceded the opening up of new land for 
agrIculture. Today the entire i land is covered by 
reco~naissa.nce soil surveys and selected zones covered by 
detaIled SOIl study. The cultivation of paddy in tract 2 
to 7 of the Uda Walawe Right Bank channel on lands 
reserved for sugarcane resulted in the gross waste of 
expensive irrigation water. As the soils were too porous 
over 37,000 rns (30 acre-ft) of water had to be fed to 
cultivate paddy in that soil whereas 7,400 to 8.635 mS 

(6 to 7 acre-fl) sufficed in the lands earmarked for 
paddy per 0.4 ha (one acre). 

Ex~ssive infiltration caused further disruption to the 
10w.lYIOl:! paddy lands round Kachchigal Ara and the 
Kalametlya Kalapu (lagoon) by raising the water-table 
and causing waterlogging of Once ferlile paddy land. 
The Kachchigal Ara which ran dry in pre-impoundment 
days in drought, now flows brimful and has further 
endangered the lagoon fisheries by reduced salinity. 

6.2 On the east coast the very same abu e has occurred 
in the sugarcane cultivation at Hingurana under the 
Senanayake Samudra. 

Land earmarked for sugarcane was used for paddy 
cultivation on the left bank of Gal Oya and sugarcane 
cropped on the right bank, resulting in waterlogging of 
half the acreage. Costly measures to rehabilitate the 
land by improved drainage are now under execution in 
an attempt to salvage the situation. The keynote of 
such costly mistakes on countries with a shoe string 
economy indicate the necessity for thorough investigation 
at the planning stage of water resource projects including 
tbe ecological effects and the impact on the environment. 

6.3 A kindred misu e of land is encroachments into 
areas reserved for wind belts, drainage lines, tank bunds 
and forest reserves. Unauthorised stick dams on 
drainage streams to divert water for cultivation have 
upset water distribution practices and leading to water
logging of some areas and wasteful use of the scarce 
water resource. In general such encroachments increase 
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the areas under cultivation of a single variety of crop as 
crop diversification is rare. Stripped of the complex 
forest ecology that help to keep a balance and creating 
monoculture (paddy), the new cultivation is exposed 
to ravages of variety of pests tbat rapidly mUltiply. 
The Brown Hopper pest of Amparai District in late 
1974 being a good example. 

Drainage o/the Wetlands 

6.4 Another a pect of water resource utilisation are 
the coastal drainage and salt water exclusion projects in 
Sri Lanka. Low-lying lands below 1 m elevation above 
mean sea level are generally covered by mangrove 
swamp, pandans, or long leaf varieties, e.g., ketala, or 
water hyacinth =eichicbornia crassipes, or salvinia 
auriculata. The lush vegetation is nature's device to 
provide enormous extent of evapotranspiration area to 
reduce the water in the low-lying lands. Along river 
banks these aquatic weeds introduce sufficient friction 
to reduce water velocities and hence act as sediment 
trap. 

6.5 The only cultivation possible in these swampy areas 
which have brackish water is water loving paddy having 
a certain degree of saline resistance. In the quest for 
increased food production the e marginal lands on the 
lower fragile zone have been exploited intensively in 
Sri Lanka. The streams have been cleared of all vegeta
tion, straightened of meanders and dredged. The Sea 
outfalls have been deepened for rapid flood discharge by 
blasting of the protective coral formation or rock. 

These operations drastically affect the ecology of 
these wetlands. Increased turbidity of the water reduces 
sunlight from reaching the photosynthetic organisms 
and disturbs the biological reactions, upsetting ecological 
stability of the larvae and crustacean population. The 
greater damage, is the increased flow of sediments into 
the sea, once the retarding apparatus of the marshland 
vegetation is disturbed. The river sea interface at the 
sea outlet introduces the environmental factor of the 
marine habitat, which are of greater complexity and 
international in character. 

Coastal Structures 

6.6 To counteract the deposition of silt at river estuaries 
coastal structures are required. These constructions 
have considerable influence on the hydraulic conditions 
of the shoreline, which is again a fragile zone being the 
interface of land air and water. The mobility of this 
interface due to littoral drift, is disturbed by artificial 
structures leading to fresh sedimentation and erosion 
elsewhere. 

An ecological disturbance that will affect the very 
existence of the famous Hikkaduwa coral garden and 
the tropical fish of variegated hues, by sedimentation 
has been triggered by the series of groynes or jetty 
constructions done at Hikkaduwa to : (i) keep river 
outfall open, (ii) prevention of coastal erosion. 

Although this submarine coral garden is one of the 
star attractions of tourists visiting the island its continuity 
is endangered. Yet little is done to prevent the catas
trophe as conservation has never stood against man's 
hunt for food. 

6.7 With the free movement of water assured at sea 
outfalls, the problem arises of increased saline intrusion 
land wards by tides and storm surge. Preventive meas
ures for this are construction of salt water exclusion 
bunds and structure . Such structures opened at only 
low tide seriously interfere with the migration of 
anadromous fish seeking sheltered creeks and lagoons at 
high tide. 

Fishermen interfere in operation of structure gates to 
achieve the entry of tide inland, even to the extent of 
causing wilful damage as occurred in Thondamannar, 
leading to the nullification of the salt water exclusion 
project there. 

6.8 Another industry that has cross purpose with the 
alt water exclusion schemes is the coir fibre industry. 

Coconut husks are soaked in brackish water pits 
surrounded by wooden pens, erected on river or lagoon 
banks. The hydrogen sulphide gas emanating from the 
process kills fish larvae and endangers lagoon and 
estuarine life. The irregular promontories caused to 
the river bank by the enclosures reduces the waterway 
available for flood flows and act as submerged groynes 
interfering with the free flow of water. 

Industrial Pollution 

7.1 Several industries in the recent past have made a 
big contribution to the pollution of water resources of 
the island. The effluent from weaving mills, and sewage 
have grossly polluted the canals in the city of Colombo. 
The proliferation of shanty houses encroaching on canal 
banks and reservations have compounded the problem 
with domestic refuse and human waste. Toxic chemicals, 
acid and alkali waste find a ready receptacle in the 
numerous canals in the city that have consequently 
registered alarming Biochemical Oxygen Demand counts 
of 300 to 350 for 3 days at 28°C in the densely 
populated areas of Colombo North . 

Realising the tolerable BOD is of the order of 30 
the rapid eutrophication of these waters is apparent. 

7.2 Although the major portion of city of Colombo is 
sewered the areas in the low-lying areas have. only septic 
tanks and cess pits for disposal of human excreta, 
without sewers. Combined systems of storm water and 
sewerage also exist. With high water tables movement 
of bacterial contaminants is assured by ground water 
flow. The outbreak of frequent epidemics like cholera, 
typhoid has been the result. 

Ground Wate,. 

7.3 Ground water resources are a nation's capital 
investment. Yet this capital has been "horrowed" into, 
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in many countries recently. The prolonged droughts 
of 1973 and 1974 and the increasing demands for 
agriculture by opening up of new lands have prompted 
the demand for more and more wells. 

Systematic investigation commenc~d in 1?65 for the 
exploitation of this water resource m the I land. The 
most intensive application of this form of mining centred 
round the Jatrna Peninsula, where over 100,000 well are 
in use, generally of the hallow well type. Due to karst 
limestone formation at a shallow depth, recharge from 
rainfall drains to the sea through the numerous network 
of subterranean canals. The optimum use has already 
been made of the lenses of available fresh water. Further 
mining introduces the danger of d~a~ing in sal!ne water, 
which will negative the efforts for lrrtgated agriculture. 

In the other parts of the island metamorphic hard 
rock predominate except in coastal areas between 
Puttalam and Paranthan where deep weIJ pumps are now 
located. 

The danger of subsidence of the soi l by over~extrac
tion of ground water and subsequent reduction of 
aquifer is a possibility not yet encountered. In a 
developing country capital costs of wound water extra,?
tion alone mitigate the chances of WIdespread use of thiS 
water resource and attention will necessarily gravitate 
towards exploitation of surface water potential a i 
being done in the Mahaweli Diversion Scheme. 

7.4 In this project area affecting 39 percent of the 
island's surface comprising 55 percent of the dry zone, 
lands will be opened up for irrigated agriculture mainly 
paddy and cash crops. Depriving the forest cover for 
such a substantial area of the island to be replaced by a 
monoculture can lead to a dangerous ecological distur
bance, as witnessed in Amparai with the Brown Hopper 
pest in 1974. 

One of the first victims of thi experiment will be the 
de truction of the wildlife, already the elephant popula
tion in the island has dwindled to around 2,500. Will 
this quest for food to increas.ing nu~bers of the hum!ln 
population deprive these giant ammals of the wI~d 
habitat'? The opening up of more and more forests . wlll 
drive the native fauna to the only havens of the national 
sanctuaries, which are too confined and merely glorified 
zoos. 

Conclusions 

Could the opening up of such large extents of nature's 
preserves, affect the climate and the rainfall? If the ~ind 
patterns are chan~ing as for~c3:st by some chmatologlsts, 
then the danger Will be multiplied several fold and the 
reservoir complexes constructed at great cost to. fill once 
or twice a year wilJ do so at every 5 or lO-year IOtervals, 
following cyclone patterns and not regular monsoons. 

Denied the regular rains the lands will. be parched 
up and desert conditions will result. The failure of ~he 
monsoon in 1973 and 1974 produced depleted reservolfS, 

electricity cut and de truclion f r p. The p rtent 
for the owing sea on f April 1975 seem a glo my. 
Yet design and con tru ti n projects proceed n the 
old a sumption ba ed on annual pre ipitati n of _.0 0 
to 3,000 mm. None dare revi e annual rainfall ield!. as 
popUlation pre ure build up clamouring for land in 
de perate drive to grow more or p ri h. 

After belligerent method failed- Men have congr _ 
gated from time to time to settle irritating problems 
affecting them . By general agreement man has placed 
constraints on the use of the ea bed, territorial water, 
fishing, immigration and emigration. air-corridor, 
sharing of river waters, differential tariff. speed limits. 
building code, effluent re trictions. carrying capacit r 
jumbo jets. trains, ships, bridge ·, elevators. and infinitum. 

His humanitarian approach ha thus far not ventur d 
or dared at the optimum size of his own numbers. 
Religious and ultra nationalist beliefs which led people 
to mUltiply them elves to demon trate strength in 
numbers are fast crumbling since he nuclear weapon, 
race. Today with the dwindling earth " re ources and 
concomitant plunge in the quality of life. man is at the 
threshold of a new era where, he has to limit his wn 
growth if has to survive. " In a finite world growth c~n
not be infinite" . The day is not far off when the size 
of a country's population is fixed by a world b dy on 
the ba is of her own available res urces to sustain it. 
"Stabilizing the world population is at some point a 
condition for survival". The population problem- is a 
social problem and at the same time an ecological 
problem. Man armed with his technology and intelli
gence is the greatest predator preying on all other forms 
of life and the resources of th IS planet earth. 

One of the immutable law of Biology is that 
unrestrained multiplication of any species within a given 
space lead to its ultimate disappearance. From this law 
man is not immune. 

Once the optimum carrying capacity of the planet is 
known the danger levelled at the water resources can be 
contained. 

Regrettably in global politics ecologica.1 !ssu~s a~e 
confined to platitudes. The only si l ver lining In ~hlS 
dismal picture is that ma~ is now aware of the e.cologlcal 
misbehaviour he and hi forbear ' have so far Indulged. 
The 2 Earth Resources Technology Satelli.tes ( • RTS) set 
in the heavens to monitor global pollutIOn IS a conse
quence of this realisation. 

Present abu es of the earths' resources pale into 
insignificance by nuclear explosions meticulously p~anned 
and deHberately carried out. The recommendallo.ns of 
the 1972 Stockholm Conference on Human EnViron
ment could very aptly be part of history as were Plato's 
observations, made 2,300 years ago, unless man _Jea~ns 
to live in harmony not only with nature but also hiS kin. 
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YNOP I 

After some basic concepts (as environment, ecological mOlioll, stability, ett.) 
were introduced, the tomplex role of the water ill the eros) stems is commented. The 
water represents much more than a natural resource and its usc' must be limited by 
ecological considerations. This is particularly important for a river scheme, rivers 
being a main factor ill many ecosystems. To avoid ulldesirable effects of a river 
scheme, its environmental impact must be evaluated at the planlling slage. A gelleral 
methodfor this purpose is lacking and evell particular methods are givillg a firsl 
approximation. Research is to be continued, the present paper representing a modest 
contribution in this direction. 

This contribution concerns a particular river scheme, a massive diversion .. tlte 
environmental impact was evaluated using the results of six special studies. To 
integrate these results, a graph and an ecological matrix were conceived and some of the 
effects were determined in monetary expression. Such procedure made possible the 
choice between alternative schemes considering also ecological effects. 

Introduction 

In the last twenty years phenomena of local degrada
tion of the environmental factors, including the hydro
sphere, were con stated in different countries. Such 
phenomena appeared and developed before a body of 
concepts, a coherent theory or some provisional method. 

Even for existing phenomena of degradation, the far 
going consequences are often unevaluated. The ecolo
gical impact of the planned works (for instance a river 
scheme) was generally ignored, is often underevaluated 
and sometime overevaluated. This paper begins with 
definitions of some main concepts of the matter
environment, pollution, a.o.- broadly used (incl. by the 
mass media), but with different meanings. Then the 
general concepts are applied to the domain of water 
resources, considering the very special role of the water 
in the natural ecosystems. Finally, a particular method 
to evaluate the environmental impact of a determined 
river scheme, using the previous theoretical ideas, is 
presented. This method is similar but not identical 
with some others, elaborated independently by BateLle 
Organisation or U.S.A. Geological Survey('). 

1. orne Definition and Theoretical Aspects 

1.1 EnvirOllmellf 

1n a previous work the environment wa~ defined as 
an ecological system (or rather a supersystem) attached 
to a determined human community(2). Such a definition 
can be represented graphically ( igure I). There are 
two characteristics of the graph : 

- the environment results from the activitie~ of a certain 
social group, influencing different ecological sub
systems; 

-the dynamic connections between the ecological sub
systems and the social group represents the essential 
feature. 

Both characteristics reflect the specificity of man 
like a specia : when all other living ~pecies are adapting 
themselves to the environmental conditions, man's 
activities are adapting the environment to hb own needs. 
These activities started with the beginning of the man
kind, but become extremely intensive during the con
temporary scientific-technological revolution ; it is 
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FIGURE 1 : Environment: definition grapb . 

precisely during this period that the concept of "environ
ment" was broadly introduced. 

1.2 "Pollution" or" Degradation" ? Resources 

From scientific point of view " pollution" is a rather 
vague term, including quite different physical, chemical 
and biological processes. More convenient and correct 
is the concept of degradation (of the environmental 
factors. etc.) instead of pollution. Another reason for 
using this term is that pollution reflects a manicheian 
philosophy: on one side we have a pure, " unpolluted" 
environment, on the other side. some malignant persons 
or "pollutant" activities. In fact, the actual so-called 
"pollution" repre ents the end of a process started long
time ago; practically at the same time with the human 
communities; this process is the use of the natural 
resources. 

At a first sight, the concept of " resource" seems to be 
clear; in fact, thi concept include the source of the 
actual environmental degradation. Obviously, in the 
present vision, "re ources" means substances that men 
can find in their environment, extract and processes 
to obtain determined useful hems; at the end of the 
technological processes some u eless, residual by-products 
are also yielded ; these by-products are finally returned 
to !he same environment. The degradation of the 
enVIronment became obvious, when the intensity of this 
process is trespassing a certain critical level. 

1.3 Ecological Motion and Ecological Velocity
Stability alld Impact 

The set of dynamic connections between the environ
mental factors reflects the existence of a new form of 

motion. the ecological motion. The previous, well
known forms of motion are the mechanical, thermal, 
electromagnetic, chemical, biological , social motions. 

ach of them is more complex than the precedent one; 
each includes some of the previous characteristics but 
adds some new, specific characteristics. Each form 
of motion is defined by a certain velocity, measuring the 
intensity of the changement: and each range of velocities 
include a certain critical value, limiting the stability 
domain of the motion . In the ca e of the ecological 
motion, the critical ecological velocity corresponds to 
the break of the main connection between the environ
mental fact ors; the loss of system stability follows , under 
the ecological impact (the disturbing effect of the some 
external or social action). 

To quantify the environmental stability, it is neces
sary to find some parameter q (or rather a tensor qJk) 
defining the qualities of the system. The fluctuations 
± 6. q are due to a determinated environmental 
impact. A simplest relation to define an environmental 
stability coefficient is : 

Cstab = q- I 6. q I ... (1) 
q 

It is not easy to measure the ecological impact and we 
have not a general metbod yet to express a coefficient of 
the environmental impact, C;",,, . Different particular 
methods can be conceived for different particular 
conditions (see for instance Section 3.2). Tn any case 
a relation (or a curve) : 

C.,ab = f (Clmp) ... (2) 

is a characteristic of the stability of every dynamic system . 
The stability coefficient will be equal to 1,0 only for a 
zero-impact and will be zero for Clmp = 1,0. Between 
these two theoretical points (0 : I and I :0), the sbape of 
a typical curve has three sections (Figure 2): 
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FIGURE 2 : Stability characteristic of a dynamic system. 
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- in the first the stable one, for an increasing impact, 
the stability decreases very slowly ; 

- in the second, a transition one, for a progres ively 
increasing impact, the stability decreases rapidly; 

- finally, in a last, unstable zone, for an insensible 
jncrease of the impact, the stability is fa t dropping. 

The different known stability curves, for different 
physical systems show that the first domain is limited 
by values of the impact Clmp < 0,25 ... 0,35 and the last 
one, for Clmp > 0,5 ... 0,6. 

The shape of the curve suggests that, mathematically, 
this is a product of two other different curves, and, 
physically the coexi tence of two set of factors, the fir t 
ones stimuiatives, the others, inhibitors. 

But the shape of the stabi lity characteristic is impor
tant also for a practical point of view: in fact it is not 
necessary to plot the curve (2) for each system, it is 
enough to calculate the range of values of the environ
mental impact, and to have Cimp < (Ci.mp) critical. 

1.4 Two Sources of Environmental Degradation; Two 
Types of Solutions 

To avoid the instability it is important to have a very 
clear idea about the sources of environmental degrada
tion. Considering the actual vision of the natural 
resources (see Section i .2), there are two types of such 
sources: 

- the first is connected with the rate of extraction of 
resources (as raw materials) from the nature ; 

- the second is connected with the rate of production 
and the nature of the residual substances, resulting 
in the processing of the raw materials. 

Both sources are connected with the technologies, 
used by the respective social groups; in the present 
world the hottest points of environmental degradation 
occur in zones with highest GNP/cap and in connection 
with the top technologies. 

To avoid the environmental degradation two types of 
solution can be conceived : 

-the treatment of the residual sub tances resulting 
from socio-economic activities, using existing 
technologies ; 

-the introduction of new technologies with integrated 
cycle of processing, without residuals (simulating 
natural processes). 

Both types of solution are confronted wjth economical 
considerations : the social cost of the environmental 
degradation is still a crude approximation. The lack of 
some objective economical incentive to the environmen
tal protection is probably a source of the continuity of 
degradation . 

Unfortunately it is highly improbable that such 
incentives can be found using the actual economical 

theorie . According to the theorie. the economical 
alue of an item i equallO the value of the incorporated 

social labour. It follows that uch natural fu tor .• 
which do not include human labour- a the air. th rivers 
and the ea water or the virgin land, have no ('('onomical 
value! Or these ar precisely the en ironmental factors 
to be protected ; and it is very difficult to iu tify the 
considerable expense requir d to protect s' me itemll 
without value (according to the re pective theories). In 
fact, the traditional theorie were formulated 200- 300 
years ago, long time before the actual scientifi -te hno
logical revolution: ob iously its validity domain i~ not 
unlimited. The ontemporary conditions. essentially 
different from those of Adam Smith and Ricardo's 
time, require new economic theories and method , 
including also the value of the environmental factor~. 

2. Ecological A pect of Water Resources Management 

The ecological aspects of water resources manage
ment follow from the previous theoretical a peets n
cerning the natural resources and from the very spe ial 
part played by water in the environment. 

2.1 The Special Part played by Water in the EnvirOIl
ment 

This part is very complex : 

Long time before becoming a " resource", water had 
his part in the evolution of our planet, called also the 
"blue planet". The action of the water, under different 
forms (rains, streams, glaciers, etc.) wa extremely impor
tant in landscape modelling. The hydrological cycle 
within the nature was, and continues to be, veryi mportant 
for the general climate, as well as for the I cal rlimutc. 
The water bodie have a decisive role in the heat balance. 
The hydrological cycle must remind as that the quantity 
of water within nature is limited and fairly constant. 

Long time before becoming a "resource", water had 
a special role in the biological processes. We actually 
do not know all about this role, but it is certainly 
decisive, because it is at least triple : 

- water is a componelli of the living matter (up to 90 
percent for certain species); 

- water is the main vector for food . heat and residual 
substances; 

- water is an important biological habitat . 

In fact, each cell of a living body (including man) 
exists in a water flow. This j a reason why each man 
needs daily at least 2-3 I (and somc times up to 8-10 I) 
of water for the alimentation. 

But to fulfil it role in the biological proce~se~, the 
quality of the water must be the same that makeb life 
possible. The presence and concentration of strange 
substances in the water is a challenge for the life and the 
reaction of the living matter are incompletely known. 
The possible consequences, for life in gp.neral and 
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particularly for man cOl:'ld be very far g<;>ing .(dise~ ~s, 
deformations or destructJOn of some specIes, JOstablllty 
of biocenosis, etc.). 

Water became a "resource" long time ago, when the 
first human communities appeared on earth. Hi lori
cally, all the great civilisations developed along the river 
valleys. At present, the water resources are so impor
tant that any social-economical development is uncon
ceivable without water. Compared to other natural 
resources water resources bave two specific charac
teristics : 

- the use of water is univer:,·al (in all branches of 
economy, etc.) ; 

- water i irreplaceable (by any synthetical products). 

Water is an important e the tic element of the land
scape, as well as of the urban and recreational areas (for 
swimming, fishing , etc.). 

Water is not only a resource like others, but it is an 
important factor of the life quality. For this reason its 
use must be limited by ecological considerations. 

2.2 Rive,.s and Schemes 

Traditionally, rivers were considered ources for 
direct or indirect benefit and rivers schemes were 
designed without any consideration to the long-term 
consequence. But in last time important damages 
re ulted from some schemes achieved 20-30 years ago. 
We realise now that a river has also some ecological 
functions, or i even the main factor in some ecological 
systems. The main ecological functions of a river are: 

- the drainage of the watershed, including surface and 
ground waters (for the latter the river is a regulator, 
sometimes supplying the phreatic stratum); 

- the transport of the debris collected from the water
shed surface, including the vegetal detritus and diff
erent residual substances; some times all these became 
fertilizers for the valley soils during the flood periods 
(for example the River Nile); 

- the habitat for water biocenosis. 

Damming or diversions represent the starting points 
of a long perturbation chain of the ecosystems. The 
most direct one is the perturbation of the sediment 
transport: the downstream bed deformation and the 
reservoir sedimentation. These ones, cumulated with the 
levels changements became perturbation sources for 
the ground water flow; the natural vegetation and the 
agriculture; certain specie can be stimulated, others 
inhibited by the ground waters modifications. Material 
damages can be so substantial so as to balance the 
positive effects of the scheme. Obviou ly, the prevision 
of the environmental impact is necessary at the planning 
of every important river scheme. 

To make such previsions, there are many problems 
to solve: 

- first, the main connections and characteristics of the 
natural ecosystems are to be determined ; 

- second, the disturbing action of the structures, their 
propagation along different connections and the 
feed-back effects are to be estimated; 

-finally, different olutions to prevent or compensate 
the undesirable effects are to be designed. 

Now-a-days we have not a general method to make 
environmental prevision; but the above ideas were 
applied to some schemes planned on the Romanian 
rivers. A case study will be illustrative. 

3. A Ca e Study 

3.1 The River Scheme 

The main purpose of the scheme is the river diversion 
for the irrigation of 540,000 ha in a first stage, and 
1,000,000 ha in the final stage (Figure 3). For this 
purpose a large amount of water is necessary; the projec
ted discharge of the main aqueduct is 270 mS/ ec, repre
senting the double of the average discharge in the intake 
section. The intake structure is located upstream from 
a diversion dam, overflowed during the floods. It 
follows that the hydrological cycle in the river valley 
will be strongly disturbed; the actual annual cycle will be 
broken in two quite different periods : 

-the period of the flood (270 rna/sec < Q < 6,000 
rns/ ec), about two months per year; 

- the period between two floods, when the river valley 
is practically dry (Q < 5 m3/sec ... 25 rna/sec). 

I , 
Q=270m/s 

=== Main aqueduct 

___ Exist ing dikes 

FIGURE 3 : A study case : diversion of a.r iver. 
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Such an important change in flow is only an initial 
disturbance of the environment where more than 
100,000 people, mainly farmers, are living and 
working. This initial disturbance propagates to the 
ground waters and then to the soils, vegetation, etc. 

For the estimation of the impact in the system, i.e., 
the actual river valley, the following special studie were 
carried out : 

- the study of the geography of the region (including 
the study of the soils) ; 

- a hydrological study on the di charges in tbe actual 
river valley after diversion and on tbe water quality 
dynamics ; 

- a hydraulic study on the sediment transport and bed 
deformation after diversion (increased roughness, 
general erosion, etc.) ; 

- a study of the ground water levels before and after 
diversion ; 

- a biological study on the present biocenosis and its 
predictable adaptation to the new conditions; 

-a social study of the territory, including the popu
lations' and economics problems relating to the 
existent river valley and to the foreseeable changes . 

Impact source, 
lellel 

Effects lellel 

Techno-economical 
lellel 

Original source 

oerillot'lle sources 

PrImary effect-

Secondary effects 

Ter t i ary effects 

Oualitative, 

Quantit at ille 

Costs 
0""1 

. The e studie were exten~ed ~o the aren likely t be 
lOftuenc d by the changes 10 flV r valle . i.e .. about 
250,000 ha on both sides. 

3.2 Integration oj Partial Results 

Each tudy was provided with specific methods and 
ended with specific result. To estimate the environ
mental impact, it \Va neee ary t integrate an imp rlant 
set of non-homogeneous informations. 

The integration of these wa provided in three steps : 

- a graph of the ecological effects plotting t gether the 
informations ; 

-an ecological matrix ba ed on the previous and 
giving a mea ure of the environmental impact; 

- a listing of the evaluable effect (damag s or supple
mentary works). 

Using thi procedure different alternative ~olutiom 
were elaborated to minimise the envir nmenlal impu t. 

The graph of the ecological effects is constructed by 
plotting together logically the set of informati ns from 
all special studie (Figure 4). The graph is structured 
on several levels : the upper one is the sources or 

OliZol 012011 oZIZZI 03ZIoi 033011 

1---------+---------1 -- -- -- -- --
Aiternat'lle 
'olutlons 

Works 
COsts 

Soilled poinh 
Unsoilled po ,,,,, 

- - -------- - - ------ - - -- - -- -- ---- - _-

FIGURE 4 : The Grapb of ecologic.1 tlrects. 
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disturbances level ; the initial or 0 disturbance (in this 
case, the diversion) and the derivated disturbances (in the 
present case : 0 I, the levels decrease ; 02, the salt concen
tration increase ; 03 the sediment transport unbalance). 
It follows the propagation or effects levels and there are 
four of them in this case (coded 0 j kIm 11 , j , k,l,m ,n= 
1,2,3... ). The last is the appraisable effects level 
expressed qualitatively, quantitatively, and/or in 
monetary form (losses, annual expenses, investments). 
All the e are logically connected with vectors indicating 
the sense from the ource to the effect. 

The adopted code gives indications about the com
plexity of the ecological processes, about links and 
sources of every effect. The more advanced the 
knowledge of the ecosystem, the more complex is the 
graph. 

Nevertheless, such a graph cannot express the en
vironment impact explicitly and an ecological matrix 
was used for this purpose. 

The ecological matrix is structured on lines and 
columns (Figure 5). On the columns there are the "n" 
disturbing actions or factors (diversion, water intakes, 
wastewaters, etc.). In the studied case 11 = 11 such 
factors. On the lines there are all " p" the environ
mental factors (physical, biological , social) disturbed 
by the scheme (i .e., by the previous n factors). In our 
case, p = 32 disturbed factors. 

There are the following distinctions between this 
matrix and other ones : 

- the disturbed factors became disturbing factors 
(i.e., from the lines to the columns) as the vectors 
from the graph indicate ; 

- each significant intersecti~n is "?arked by two marks, 
from 0 to 5: one for the IDtenslty of the disturbance 
(I), the second for the propagation area (A). The 
code for both is indicated in Table 1. 
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FIGURE 5: The ecological matrix. 

TABLE I 

Code Intensity of Area of propagation (A) 

0 

I 

2 

3 

4 

5 

disturbance (/) (% from study area) 

none 0 

minimal local 

moderate 25 

important 50 

strong 75 

exceptional 100 

The expression : 

C'mp = 10\ p L (Ijk + AJk) (j = J. .. n, k = J. .. p) 

... (3) 
repre. ents a first approximation of the environmental 
impact coefficient. 

In our case, for a first alternative scheme, C(mp=0,32 . 

It is very easy to formulate some objections against 
this matrix, first of all that the marks are subjective and 
conventional. But : 

- there is a great number of marks, and it is a good 
chance for compensating some errors; in the studied 
case there are 32 X I I = 352 intersections, but only 99 
are significative ; 

- the conventional character of marks cannot give 
cost evaluation, but a possibility to compare diff
erent alternative solutions ; e.g., when for the first 
solution C;",p= O,32, for the best one, Cimp=0, 14. 

It is very important that the matrix gives not only a 
general impact coefficient, but also partial coefficients, 
on lines and on columns. The first ones indicate the 
degree of perturbation of each factor ; the latter, the 
role of each disturbing action within the general environ
mental impact. These partial coefficients give indica
tions for priorities. In our case the most affected 
factors were: the bed morphology (0,45), the water 
quality (0,40) and the ground water flow (0,45); the most 
aggressive actions were : the diversion itself (0,36), the 
water-level change (0,46), etc. All these results I!ive 
useful indications for the evaluation of the possible 
damages as well as for some works to be done for ' pre
venting or compensating the environmental impact. 

In the studied case some 12 effects were evaluated in 
monetary expression. 

From the components of the list there can be men
tioned: 

- alternative solutions for the water supply for some 
100,000 people, using now ground water sources; 
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-supplementary water treatment stations, to compen
sate the decrease of self purification, and the increase 
in concentrations ; 

-cost of soil treatment on about 12,000 ha, endangered 
by salination ; 

- reconstruction of existing water intakes in the actual 
river valley. 

A part of these effects can be estimated, others 
cannot, e.g. : 

-the total degradation of the existing forest (on 
some 7 percent of the territory surface) can influence 
the local climate ; 

-the rapid cbange necessary in agrotechnical techno
logy will cbange the life conditions for all the people 
living in the zone. 

But even the environmental effects of the first category 

were so considerable (aboul 15 percenl from the 10lal 
evaluated cost of the scheme) that alternative SOIUli ns 
were projected. The majority of the en ironmental 
effects have been prevented or compensated (Ci,,,,. = 0,14) 
in the best solution. 

Conclu ion 

To evaluate the environmental impact or a river 
scheme a graph and an ecological matri were used ; 
these engineering tools permit to u e non-homogcneou. 
informations and results of special tudies. to conceive (l 

river scheme, taking into account the ecological factors. 
as well. 
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SYNOPSIS 

To be in compliance with recently enacted environmental laws, Federal agencies 
must examine the full scope of their activities and evaluate the environmental impacts 
resulting from their program missions. Without proper treatment, the efll'ironmental 
impacts resulting from dam and tunnel construction can significantly affect the quality 
of water of a watercourse receiving construction wastewater. On Bureau of Reclama
tion projects, three basic water treatment techniques have been used successfully to treat 
construction wastewater ; namely, sedimentation, flocculation, and filtration. Analyses 
of the techniques used and the factors considered before selecting a particular water treat
ment method are presented. 

Introducl ioD 

In the past 5 years, the U.S. Congress has passed 
significant environmental legislation whose overall thrust 
is the protection of the environment including physical , 
biological, and social-cultural environmental components. 
These laws include : 

(I) National Environmental Policy Act of 1969, 
42 U.S.C. Sec. 4332(2)(C), 4344(5) (1970) 

(2) Clean Air Act, as amended, 42 U.S.C. Sec. 1957 
et seq. (1970) 

(3) Federal Water Pollution Control Act Amend
ments of 1972, October 18, 1972, P.L. 92-500, 
86 Stat. 816 

(4) Solid Waste Disposal Act, as amended, 42 U.S.C 
Sec. et seq. (1970) 

(5) Federal Environmental Pesticide Control Act 
of 1972, October 21, 1972, P.L. 92-516, 86 Stat. 
973 

(6) Noise Control Act of 1972, October 27, 1972, 
P.L. 92-574, 86 Stat. 1234. 

This legislation constituted a mandate for Federal 
agencies to examine the full scope of their activities inclu
ding planning, design, construction, and operations, 
and to rigorously and objectively evaluate the environ
mental impacts re ulting from their programs. This 
legislation has placed an additional responsibi lity on 
Federal agencies to see that environmental aspects are 
considered while carrying out their program missions. 

For those Federal agencies responsible for water 
resource development, the most salient environ mental 
laws are : (I) the National Environmental Policy Act, 
hereafter referred to as NEPA , and (2) the edeml 
Water Pollution Control Act Amendments of 1972, 
hereafter referred to as the Federal Water Act Amend
ments. N PA requires the preparation of an environ
mental impact statement before a major ederal action 
affecting the environment such as a dam construction 
contract can be awarded. Citizens have an opportunity 
to challenge a Federal agency' appraisal of the con e
quences of its actions, through the Federal courts. The 
Federal Water Act Amendments require a permit to 
discharge waste from point sources such as discharges 
from tunnel or dam construction activities. 

Before dam construction activities can take place 
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for a Federal project, a rather exhaustive analysis of the 
environmental impacts of the water project must be 
made through the environmental statement process by the 
agency itself. rn addition, the agency's analysis of the 
impacts must be scrutinized and reviewed with 
comments solicited from other Federal, State, and local 
agencies, and the private sector. Under the Federal 
Water Act Amendments, a National Pollution Discharge 
Elimination System permit, hereafter referred to as an 
NPDES permit, must be obtained to discharge wastes 
from a point source into any receiving water body. 

The environmental impacts of dam and tunnel cons
truction are mostly direct and short-term. A direct 
impact mean there is an immediate response to an 
action. Rock is blasted in a tunnel- noise and dust are 
the re ults of the blasting action. A dam foundation 
is excavated in a flood plain- muddy wastewater is 
pumped out of the foundation. Typically, there is an 
immediate cau e and effect relationship from a direct 
impact. Construction impacts are short-term, rarely 
continuing for more than 5 year. . For the most part, 
the direct, short-term cnvironmental impacts of the 
construction process are not difficult to analyse and 
assess. Good estimates can be made of the significance 
of the impact prior to construction. During the cons
truction process, monitoring of impacts is required as a 
condition of an NPDES permit. 

This paper considers the environmental impacts 
associated with dam and tunnel construction, the 
environmental laws that affect the design and construc
tion process, and the mitigation measures used by the 
Bureau of Reclamation to reduce impact during cons
truction of a dam or tunnel. 

Environmental Laws and Construction Activities 

Before proceeding with a construction contract, 
it is neces ary to understand the relationship between 
environmental legislation and construction activities. 
NEPA and the Federal Water Act Amendments must 
be prudently followed and all legal requirements must be 
met. The following is a discussion of the interrelation
ships between environmental legislation and construction 
activities. 

NEPA 

The environmental statement is a full disclosure 
document available for Governmental agency and public 
review, pointing out the environmental impacts resulting 
from a proposed program or action. It must list all the 
beneficial and adverse impacts resulting from both the 
project and alternatives to the project. The discussion of 
mitigations for construction activities must be more than 
just guidelines or suggestions which are not implemented, 
The statement must spell out what is going to be done 
to soften or reduce the impacts associated with the 
project, who is going to do it, how it is going to be 
funded, and when it is going to be done. The direct, 
short-term impacts associated with construction activi
tie must be fully discussed in the environmental state-

ment. The construction mitigation measures must be 
written into contract specifications and undertaken ' 
during the construction period. It is essential that what 
is said in the impact statement is, in fact, carried out 
during the construction process. The environmental 
statement commits an agency to a course of action 
during construction. 

Federal Water Act Amendments 

The Federal Water Act Amendments require an 
NPDES permit to discharge wastes from a point source 
into a receiving water. According to the regulations 
promulgated to carry out the Act, a point source is 
defined as "any discernible, confined and discrete 
conveyance including but not limited to a pipe, ditch , 
channel, tunnel, conduit, well, discrete fissure, container, 
rolling stock" concentrated animal-feeding operation, or 
vessel or other floating craft from which pollutants are 
or may be di 'charged." An NPDES permit may be 
obtained by a Federal construction agency from the 
Environmental Protection Agency who administers this 
water pollution control law. Upon application for an 
NPDES permit, the Environmental Protection Agency 
publishes in the local newspapers a notice of an appli
cation for a permit to discharge wastes. This gives 
the public sector an opportunity to request a public 
hearing and formally comment on the conditions of the 
permit regarding the treatment of wastewater. An 
NPDES permit is issued specifying the amount of wastes 
that can be discharged into a water body. Contract 
specifications must provide the prospective bidders infor
mation on water quality standards for a particular water 
body impacted by dam or tunnel construction. Speci
fications may define methods that are acceptable to the 
Government to treat wastewater to meet existing water 
quality standards. Records must be kept on the 
wastewater discharge and regularly transmitted to the 
Environmental Protection Agency. 

Both laws require citizen involvement and mandate 
full disclosure of the impacts associated with the cons
truction process. The agency must meet the challenge 
of this legislation and provide for water pollution control 
that maintains environmental quality during construction. 

Water Pollution Control Methods 

In the construction of the dam or tunnel, the most 
significant water pollution problem is the treatment of 
turbid waters that result from construction activities. 
The excavation of a foundation for a dam, the discharge 
of tunnel water, the processing of aggregate, and the 
batching of concrete all restllt in turbid or seaiment
laden wastewater. This untreated wastewater dischar
ged into a watercourse can affect a municipal drinking 
water supply, disrupt irrigation activities, and impact 
commercial or sport fislreries. It can affect recreational 
activities such as fishing or boating. To adequately 
treat turbid wastewater resulting from construction 
activities on Bureau of Reclamation projects, three basic 
water treatment techniques have been used thus far: 
sedimentation, flocculation, and filtration, 
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Sedimentation 

Sedimentation is an operation by which the action 
of turbulent flow is reduced in magnitude until uspen
ded particles settle out by gravitational pull and are not 
resuspended by scour. A series of settling ponds have 
been successfully used to settle out suspended particle 
from water. Precipitating agents such as alum may be 
introduced to speed up settling of suspended particles. 
Chemical precipitation is an action where substances 
suspended and/or colloidal particles are settled out of 
a sediment-water mixture induced by coagulation 
from a precipitating agent. The settled substances are 
known as sludge and must be periodically removed from 
the pond for di posal. Settling ponds have been used 
on the following Bureau projects: Currant Creek Dam, 
Bonneville Unit, Central Utah Project, Utah, and Nambe 
FaUs Dam, Pojoaque Unit, San Juan-Chama Project, 
New Mexico. A layout for the Currant Creek Dam 
settling ponds to induce sedimentation is shown in 
Figure I. 

Flocculation 

Flocculation is an operation designed to force agita
tion in a fluid and induce coagulation . ]n this technique, 
very small suspended particles collide and conglomerate 
into heavier particles or floes and settle out. Floc growth 
generally depends on two factors: (\) intermolecular 
chemical forces, and (2) phy ical action induced by agita
tion. Mixing processes are employed to disperse 
chemical precipitating agents in fluids and enhance 
flocculatjon . Flocculation is directly proportional to the 
velocity grad ients established in the water being treated. 
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The stirring action derived from the flocculating 
mecbani mire p n-ible for the e gradients and. 
therefore, fundamental to the pr cess. The number of 
contacts between particles in a unit time has been ho\\ n 
to vary with the number and ize of particles. 

Typically, the process begins by di olving a precipi
tating agent in a rapid mix operation. In itia l ollisiom 
between colloidal particle, occur fr m Br wnian motion 
and in contact brought about due to differences 
in settling velocities in heavier and lighter particle. . A 
period of gentle agitation or turbulent mixing is, there
fore, nece ary to produce rapid floc growth and is 
important in the de-ign of the system. The lurfloc
culator i a commercial clarifier that employs flocculation 
and sedimentation. It has been u, ed on the following 
Bureau of Reclamation project : rystal Dam, ure
canti Unit, Colorado River Storage Pr ~ect, 01 rado ; 
Teton Dam. Teton Basin Project, Idaho ; Auburn Dum, 
Central Valley Project , alifornia ; and Pueblo Dam, 
Fryingpan-Arkan a Project, Colorad . A lay ut for 
the Pueblo Dam water treatment system is shown in 
Figure 2. Primary treatment often occurs in a settling 
pond or series of settling ponds before final treat ment is 
performed in a clarifier. 

Filtration 

Filtration is an operation to separate ~uspended 
matter from water by pas ing it through porOllS material. 
Filler materials used commonly include sand , anthra
cite, diatomaceous earth, or a finely woven media . 
These materials are used either ~jngly or in combination 
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FIGURE 1: Layout of Currant Creek Dam- water tleatment system. 
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FIGURE 2 : Layout of Pueblo Dam- water treatment system. 

as a multi-media filter. Filters may be either the gravity 
type or the pressure type. Pressure filters have media 
and underdrains installed in a closed steel tank. Water 
is pumped through the filter under pressure and the 
media washed by reversing flow through the bed, 
flushing out impurities. The filtration operation 
involves straining by interfacial contact combining to 
transfer suspended matter on to grains of sand, coal , or 
other granular materials. The accumulated sediment is 
flushed from the filter media singly or in combination 
by water and air mechanical rakes. A rapid pressure 
dual filter using anthracite and sand as media is being 
used on the Cunningham Tunnel, Fryingpan-Arkansas 
Project, Colorado, and a layout of this filter is shown in 
Figure 3. The wash water is the by-product of the water 
filtration and must be dispo ed of properly. 

Other potential water pollutants such as refuse, 
garbage, sewage, debris, oil and other petroleum pro
ducts, mineral salts, industrial chemicals, etc., must be 
controlled during construction. Oils, petroleum wastes, 
and chemicals cannot be drained randomly On to the soil, 
but must be confined in sealed containers and removed 
to disposal sites off the job. Debris and refuse must be 

removed and buried in designated solid waste disposal 
areas . Sanitary wastes must be treated and disposed 
of in accordance with state and local regulations . 

If large quantities of oil are stored on a project cons
truction site, oil spill prevention, control, and counter
measure plans, hereafter referred to as SPCC plans, 
mu t be prepared and fully implemented. Under the 
Federal Water Act Amendments, a SPCC plan must be 
maintained at each facility . The oil spill potential 
during construction must be analyzed, a listing of con
tainment or diversionary structures installed, and spill 
contingency plans developed to control and remove 
any harmful quantity of oil discharges. 

The Federal Water Act Amendments mandate that 
pollution caused by runoff during construction, as well 
as other non-point sources (mining, Jogging, agriculture, 
etc.), be controlled in addition to the control of point 
sources. Construction of temporary service roads and 
removal of borrow material are activities that typically 
result in pollution from non-point sources. The loca
tion of ~emporary service roads is often more important 
than control measure to reduce erosion such as matting 
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FIGURE 2 : Layout for permeable dike settlioR pond. 

specifications should meet technical, legal , and institu
tional needs without complicated administrative burdens. 
Perhaps the most important technical factors are to 
accurately estimate: (1) the volume of wastewater 
and (2) the concentration of the pollutant requiring 
treatment. Generally speaking, the options available 
for electing treatment methods are much greater when 
small volumes of water require treatment. Any of the 
three methods described earlier could be used to effec
tively treat wastewater discharges ranging between J 
and 2 cu ft/sec. However, when large volumes of waste
water (up to 7 and 8 cu ft/sec) require treatment, the 
Clarflocculator seems to be most effective when dis
charges are pretreated in ettling ponds. 

The type of darn to be constructed is another factor 
that must be considered before electing a wastewater 
treatment technique. Concrete dams require more 
wastewater treatment than earthfill dams. Water is 
required to wash aggregate and batch and cure 
concrete. Typically, wastewater from these operations 
is highly polluted and has a high pH. 

Tunnel construction must be considered differently 
than dam construction because of the year-round nature 
of tunnel construction. A water treatment system must 
be designed to meet a wide range of climatic conditions 
on a year-round basis. At high elevations in temperate 
latitude, the treatment plant must be contained in a 
heated building in the winter to operate properly. 
Freezing and thawing will cause significant maintenance 
problems when settling ponds are used at high elevations. 
If a tunnelling machine is used, large quantities of 
lubricating oil will be discharged along with the turbid 
tunnel water. . 

Most treatment methods require the use of chemical 
precipitating agents to speed up the sedimentation 
process. These precipitating agents must be selected 
so that they do not contaminate drinking water supplies 
or affect aquatic life. Use only non-toxic chemicals 
that are listed as safe by the Environmental Protection 
Agency. Wastewater from concrete dam construction 
is usually extremely basic with a pH greater than 10.5. 
Concentrated sulphuric or hydrochloric acid is used to 
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buffer this wastewater close to neutral. Concentrated 
acids and other industrial chemicals must be stored and 
used to prevent contamination of the watercourse. The 
u e of any hazardous material for any construction pur
po e must be carefully managed. 

The physical location of a dam or tunnel can 
influence the methods available for water treatment. 
For example, in a canyon it might be physically 
impossible to locate a series of sediment ponds to treat 
wastewater. There simply might not be sufficient space 
available for the number and size of pond needed to 
treat wastewater. In relatively wide, undeveloped flood 
plain. the choices are nearly unlimited. The proximity 
to a town can influence the type of treatment selected. 
For example. if a municipal water supply was located 
in close proximity to the construction site, an additional 
safety factor should be required so that the water treat
ment system can operate under extreme conditions. The 
immediate topographic relief features should be consi
dered too. It may be impossible to locate a series of 
settling ponds in a mountainous area without consider
able permanent scarring. A treatment sy tern might be 
selected because of its compact size. 

Monitoring wastewater discharge is a requirement 
of an NPDES permit. Instruments should be u ed that 
monitor water quality parameters instantaneously such 
as a recording turbidimeter. Most permits are issued 
and discharges allowed based on State classification for 
existing water use. A water supply or high-quality 
trout stream will require more stringent water treatment 
and a smaller concentration of pollution discharged 
than waters designated for lesser uses. The selection of 
treatment devices and instruments to monitor the waste
water discharge should reflect the use and value of the 
water based on the State classification system. 

The maintenance and care of equipment is impor
tant. After start-up and establishment of operating 
procedures. clarifiers and dual-media filters require 
only routine inspection by an operator. Alarms can 
be installed and automatic shutoff devices used if the 
equipment fails to operate properly. Generally. settling 
ponds require considerably more time and labor to keep 
them operating properly than filters or clarifiers. In 
all three methods, sludge or wastewater must be removed 

periodically. It is important to locate waste are for 
sludge and wastewater 0 that they do n t re ult in water 
pollution. 

Bureau specifications are written with two or more 
acceptable Governmental methods for wastewater treat
ment with a provision for accepting 8 contractor's 
treatment method. Bidders are required to bid on a 
line item basis for water treatment. Rec ntly, con
tractors working through consultants have submitted 
treatment techniques other than Governmental methods 
listed in the specifications. After review by the on
tracting officer, the contractor's method is either accepted 
or rejected. Whether a contractor selects a Govern
ment method or adapt one of his own, he i ' required to 
present a detailed layout de cribing his water treatment 
facility before being allowed to proceed with construc
tion, 

Conclu ions 

Environmental legislation (i.e.. NEPA and the 
Federal Water Act Amendments) requires eITective wat r 
treatment during dam and tunnel construction. ull 
di closure of the water pollution impacts expected to 
occur during construction must be objectively and 
rigorously analyzed in the environmental statement. 
Measures to mitigate water pollution during construction 
must be enumerated. These mitigation measures 
represent a commitment to carry out water treatment to 
minimize pollution from point and non-point sources. 

Contract specifications must be written so that water 
treatment can be implemented in compliance with the 
law. The specifications mu t tran , late water treatment 
commitments presented in the project environmental 
statement and implement treatment techniques which 
meet the Federal Water Act Amendments. Three 
techniques-sedimentation, flocculation . and filtration
have been successfully used to treat construction waste
water. These techniques represent standard water 
treatment methods. but have been adapted to meet cons
truction requirements. 

Each project must be analyzed in terms of its legal, 
technical, and institutional need and water treatment 
techniques for construction must be consistent with site 
specific requirements. 
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SYNOP I 

This paper reviews the ecological illvestigafions undertaken at the Point Beach 
Nuclear Power Plant on Lake Michigan, Wiscollsin , U.S.A. The ecological studies 
included thermal plume measurements on a biweekly basis and biological 
measurements on a monthly basis. The biological studies included the measurement of 
fish, plankton and benthic macro invertebrate populations in the plume areas and 
reference areas outside of the plume. Analysis of variance between the plume and 
non-plume areas showed that there were no consistent significant differences that could 
be attributed to the thermal discharge. 

Introduction 

Throughout the history of civilization, water has 
been a major element in the development of population 
areas. Initially, water resources were used for transpor
tation and agriculture, and later used in the production 
of energy. The problems facing civilization today are 
in many ways similar to those of the past. and water 
is an integral part of the solution to these problems. 
In underdeveloped countries, one key to development 
is the proper and wise use and development of water 
resources, while in more developed countries, the 
protection of the water quality is an integral part in th,e 
further development of such countries. The United 
States has bwen blessed witll abundant resources in 
terms of its major river systems and large lakes such as 
the Great Lakes that it shares with Canada. 

Lapp (1974) in his paper "The Challenge of the 
Energy Dilemma," bas projected an annual energy 
consumption growth rate of approximately 3 percent 
per annum fro m 1950 to the year 2000 ; however, in 
general, there is a trend toward the use of electrical 
energy and the projected growth rate of electrica.l energy 
until the year 2000 is 7 percent per annum. The 

increasing use of electrical energy will place a greater 
demand upon water resources and, consequently. the 
effects of power generation upon water resources in 
terms of water quality and the elTect of generating 
stations upon biological parameters is of cxtreme 
importance. Figure 1 shows the estimated water use by 
steam electric generating stations in the United States. 
From Figure 1 it can be seen that, in 1950, approxi
mately 22 percent of the total water u~ed was u ed by 
steam electric utilities, and this percentage increased to 
40 percent in 1975. However, it is a misnomer to state 
that electric utilities use water. The u es are generally 
non-consumptive ; however, witll the advent of new 
rules and regulations, the consumptive use in ter~s of 
evaporation from cooling towers may well begin to 
climb significantly. This paper seek~ to examine the 
effects of once-through cooling at the Point Beach 
N uclear Plant, situated at Two Rivers, Wi consin, on 
Lake Michigan. Figure 2 is a map of the Unite~ S.tates 
showing tbe location of Wisconsin on Lake Michigan. 
Central Wisconsin is located on longitude 90 and 
latitude 44. The summers are warm with upper 
temperatures in the 90°F range, and the winters aro 
cold with temperatures as low as 20°F belo~ zero. 
Lake Michigan, which borders the eastern Side of 
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FIGURE 1 ; Estimated water use by Steam Electric Utilities 
in the U.S.A. (Data from statistical abstracts or 
the U.S.A., 1972). 

Wlscons'n 

Wisconsin, is approximately three bundred miles long 
and a hundred miles wide, with an area of approximately 
54,000 square miles. The deepest point in Lake 
Michigan is 924 ft . Lake Michigan is generally described 
as a dimictic lake with strong thermal stratification 
during the summer months and weak thermal stratifica
tion during the winter months. Biologically, Lake 
Michigan was formerly an obUgotrophic lake, exhibiting 
relatively low algal productivity. However, in recent 
years, the southern basin of the lake has become more 
eutrophic and the northern basin is showing signs of 
becoming more eutrophic than in the past. This is 
undoubtedly due to the formerly heavy influx of sewage 
from the major towns in the areas and also extensive 
agricultural runoff. 

The Point Beach Nuclear Plant, a pressurized 
moderated light water and cooled system located near 
Two Rivers. Wisconsin is an 1,100 megawatt plant, 
consisting of two 550 megawatt units. 

This report presents the findings of the first year of 
an l'xtensive environmental study conducted on the 
ecological effects of thermal discharges into Lake 
Michigan from the Point Beach Nuclear Plant. The 
report documents the result of the investigations per
formed during the period October 1972 to November 
1973. The environmental tudies have continued since 
that time and will continue in the future in compliance 
with tho Nuclear Regulating Agency's (formerly the 
ABC) technical specifications for the plant. This 
investigation was commissioned by the Wisconsin 
Electric Power Company, Milwaukee, Wisconsin, in 

POint Beach Nuclear Plant 

FIGURE 2: Location of tbe Point Beach Nuclear Plant. 
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June 1972, in response to the requirement established 
by the Wisconsin Department of Natural Resource and 
the NRA. The purpose of the study waS to determine 
wbetber or not there were any significant ecological 
effects of tbe warm water discharge from the plant on 
Lake Michigan. Tbe volume of the discharge at the 
Point Beach Nuclear Plant is approximately 885 cfs and 
the t.T is approximately lOoC in the summer and 20°C 
in the winter. With sucb a large di charge, it would 
appear that some effects may occur. Also from ob erva
tions of the plume, one can see immediately at certain 
times of the year that fish gatber in the plume and 
consequently this leads one to believe that there may 
be certain behavioral reactions due to the plume and 
perhaps some more subtle ecological effects . The study 
consisted of the following major elements; 

(1) Physical Studies 

(2) Meteorology 

(3) Plume Modelling 

(4) Geology 

(5) Water Chemistry 

(6) Bacteriology 

(7) Phytoplankton 

(8) Periphyton 

(9) Aquatic Macrophytes 

(10) Primary Productivity 

(11) Zooplankton 

(12) Benthic Macroinvertebrates 

(13) Psammon 

(14) Fisheries. 

With such a large number of elements of the 
ecosystem to study, it was imperative that a strong 
e~perimental design be formulated. There are three 
philosophical approaches to such a study; 

( I) 

(2) 

(3) 

The first approach is to analyze the ecosystem 
in the experimental area, Le. , the plume, and 
compare tbis with tbe reference area which is 
unaffected by the plume. 

To introduce certain species into the plume and 
test their viability, i.e., an in situ bioassay 
experiment. 

Condenser passage experiments, in which the 
effects of entrained organisms are measured 
before and after the condensers. 

In the surveys at the Point Beacb Nuclear Plant, all 
three methods were utilized to a greater or lesser extent. 
However, the primary method for determining whether 
or not there were ecological effects at the Point Beach 
Nuclear Power Plant were by use of an experimental 
and a reference area. At this plant, the Similarity 
between the experimental area and the reference area 

was not assured; therefl re, two reference area were 
u ed. A series of ampling tations were sele ted al ng 
the line of the two plume at the plant and al 0 on n 
line transact fcom the reference ar a. The e station 
were selected primarily as a result of depth and exp ted 
temperature di tribution (Figure 3). Sampling wa 
undertaken on a monthly basis thr ughout the tudy 
period and the statistical analyses performed on the 
various groups of organi ms and physio-chemical 
parameters collected at each ampling area were tcsted 
for difference using analysis of variance. Compnris ns 
between the reference areas and the plume and between 
the north and outh reference areas were made u ing 
Tukey 's Test for pair wi e comparisons, Scheffe' 
multiple com pari on test or Student-Neumann-Keuls 
mUltiple comparison test; utilizing these statistics, it was 
possible to determine whether o r not there were 
significant differences existing between the popUlation 
of organisms at the reference area and the plume or 
between the reference areas. In addition to the tests 
between reference areas and plume, similar statistical 
tests were run on analy es of organi ms cntering the 
plant conden ers and leaving the discharge . These 
experiments centered primarily a round destructi on of 
zooplankton and the changes in primary productivity of 
algal populations resulting from passage through the 
conden ers. Also, experiments were undertaken by 
caging fish in the plume area and the rcference area, 
Le., an in situ bioassay experiment which was run over 
a 96-hour period in order to determine whether or not 
there was increased mortality of fish in the plume due 
to the elevated temperatures. 

Physical Studic 

The physical studies undertaken at the plant 
consisted primarily of bimonthly measurements of the 
plume distribution at one metre intervals o f depth . 
Examples of characteristic plumes measured during 
each season are shown in Figures 4 through 9. The 
plumes were meac;ured to within one to two degrees 
centigrade above lake receiving water temperatur , 
although tbis was not always possi ble due to e 
variation in natural lake temperatures. The extreme 
envelope of all surface plumes, mapped to the second 
closed isoline, covered a total integrated area of 1.29 
square miles and the farthest dista nce measured from 
the outfall to the second closed isoline was 2. 13 miles. 
The largest single plume measured to the second closed 
isoline covered an area of 0.86 square mile to the 
second closed isoline. (The second closed isoline 
approximates two degrees centigrade above lake 
receiving water temperature). In general, thermal 
plumes were Jarger during the spring and fall than 
during winter and summer. During the winter period, 
the phenomenon of the sinking plume was observed. 
This occurs because in Lake Michigan the winter 
temperature approaches O°C and consequently, because 
of the temperature-density relationships of water, the 
densest water, at 4°C is at the bottom of the lake and 
the lighter water at O°C is at the surface. Wben the 
thermal plume enters the lake, the plume initially floats 
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FIGURE 3: Diagrammatic sketch illustrating the sampling stations Ilt the Point Beach Nuclear Plant. 

on the surface because the water is lighter; however, as 
mixing and entrainment occur, the water cools to 4°C 

'ch is the temperature of maximum density, and 
consequentlY falls to the bottom of the lake. This is 
the so-called sinking plume phenomenon. The average 
plume dis harge veloCity was 1.8 ftlsec and the plume 
velocity decayed as a non-linear function of distance 
down range. The plume currents decreased to natural 
lake current levels within approximately 2,000 ft. The 
point temperature relationships within the plume are a 
complex function with many variables; however, drogue 
measurements showed that the maximum observed 
current/temperature relationship was approximately 
five hours in order for the water to cool to one to two 
degrees above receiving water temperature. Most of 
the beat from the thermal plume was dissipated outside 
·of the approximately 1°C excess isotherm. In general 
the total plant rejected heat within the confines of the 
one degree centigrade excess isotherm was less than 10 
percent. A large p rtion of the plant rejected heat is 
transported laterally beyond the boundary of the 1°C 
exces isotherm by advection and mixed within the lake 

mass by diffusion processes that subsequently dissipates 
the heat into the atmosphere. 

Water Chemistry 
In general one would not expect the water chemistry 

parameters to vary as a result of either increased 
temperature or passage tbrough condensers and indeed 
there are few, if any. meaningful changes as a result of 
condenser passage. The average annual means for 
tbe various water chemistry parameters were measured 
during the survey. There were some indications in 
the results that the levels of copper and zinc may 
at certain times have been greater in the dbcbarge 
than at the intake at the plant; however, these 
results are not entirely conclu ive. The copper and 
zinc elevations may have been due to leaching from the 
condenser tubing which was made of admirality brass, 
a zinc-copper alloy. Turbidity appeared to increase 
as a result of condenser water pa sage which may have 
been a complex function of the stratum from which the 
water was being taken and discharged at a different 
level. 
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FIGURE 4: Surface thermal plume map of the Point Beach Nuclear Plant, 1S December 1912. 
Temperature contours are in ' C and the offshore grid Is 1,000 rt2, 

The primary cbanges in the water chemistry due to the 
elevated temperatures acrosS the condensers were seen 
in the gas sOlul:>ility relationships. When the temperature 
of water is raised, the solubility of gases decreases with 
a consequent increase in the percentage of saturation. 
This can ha ve significant effects on fish due to the so
called "gaS-bubble disease" which in the extreme case 
is characterized by "Pope)e". This is, in fact, not a 
disease but a physiological state or condition unrelated 
to any disease-inducing organism and is similar to bends 

that occur when diver 'urface without adequate 
decompression. 

Figure 10 show~ the re ulls of the super saturation 
dissolved gases tests taken at the plant, and it will be 
noted that the oxygen is super saturated in the area of 
the discharge. Publl hed information includes the review 
by Rucker (1972) and indicates that values of under J 18 
percent gas saturation would be sufficient after a vari
able period of time to induce gas-bUbble disease. During 
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FIGURE 5: Cross.seetlonal profile of the thermal plume at 
Point Beach Nuclear Plant, 15 December 1972 . 

the present survey there were no observed cases of gas
bubble disease at the Point Beach Nuclear Plant. Gas
bubble disease does not occur at all power plants but 
ooly io a few specified cases. This appears to be due 
to the pumping mechanism and consequent entrapment 
of air which is then pumped under pressure creating 
super saturated water coming out of the plant. This 
would appear to be an area that the engineer should 
concern himself with. 

Phytoplankton 

General phytoplankton popUlation trends were 
similar for both reference area and plumes. Occa
sionally, ' statistically significant differences were calcu
lated between the three areas, but the.se differenceS 
appeared unrelated to the thermal discharge. 

The phytoplankton population shows two major 
pulses which is typical for Lake Michigan, one in the 
spring and one in the fall. These algal populations 
show a relationship with nitrate, ortho and total 
phosphorus, and silica concentrations in the lake with 
the major population peak related to decreasing and 
low levels of phosphorus and silica (Figures II & J 2). 

The dominant pbytoplankton at Point Beach were 
the diatoms followed by the blue-green algae. cbry
sophytes, and green algae (Figure 13). Figure 14 shows 
the mean total numbers of the phytoplankton 
community collected at the reference areas and in the 
plume. This figure illustrates ~he similarities between 
tbe three areas. Although tbere were occasionally 
significant differences between the plume and one or the 
other of the reference areas, the e differences were not 
consistent through\lut the year and, consequently, it is 
believed that these differences were due more to random 
variation than to any effects inducec1 by the power 
plant. Indeed, with such a large reser oir of plankton 
in Lake Michigan and the dynamic state with the water 

being continuously drawn in and pushed out from the 
plant, there is little reason to believe that the phyto
plankton populations in terms of their numbers would 
be affected. 

, Because it is not possible to determine accurately 
any physical damage caused to the phytoplankton 
during passage through the condensers, a more perti
nent test of condenser effects was developed by analyz
ing the primary productivity before and after passage 
through the condensers. The primary productivity, 
therefore, acts as a physiological measure of the effect. 
Four types of experiments were undertaken. Samples 
of the water were taken and inoculated with 14·Carbon 
in order to determine the productivity. The samples 
were taken and incubated as follows: 

(1) Intake samples were incubated at the intake; 
this test gives "tbe reference or natural 
condition. " 

(2) The second test involved incubating the plume 
water within the plume in order to determine 
the effect on the plankton after passage through 
the condenser. 

(3) The third test involved taking intake water and 
incubating it in the plume to distinguish between 
the effects of temperature and condenser 
passage. 

(4) The fourth test involved incubating plume 
water at the intake to determine the effects of 
condenser passage alone without a long-term 
increase in temperature. 

The results of these experiments taken during May, 
August and November of 1973 are shown in Figure 15. 

Using the first test intake water incubated in the 
intake as a reference point, it can be seen that there are 
increases in the productivity of the plankton when the 
plume water is incubated in the plume and, therefore, 
this leads one to the elementary conclusion that an 
increase in temperature increases the photosyntbetic 
rate; however, this appears to be most strongly 
increased during the month of May. 

The nex.t ex.periment incubating the intake water in 
the plume sho~e~ that for two occasion~ the producti
vity was rather SImilar to the reference POlOts ; however, 
during May the intake incubated in the plume was 
specifically higher than the intake in the intake. Thi 
fact cannot be explained entirely in terms of temperature, 
becau e of the essentially similar results between the 
intake and the plume and the intake and the intake, 
during August and November. The rea on for this 
large increa'ie in May is not known at this time, but 
may be a result of sampling variation. 

The final test incubating plume water in tbe intake 
shows that tbe productivity of the samples is very close 
to the productivity of the reference samples, thereby 
determining the potential impact due to condenser 
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FIGURE 6: Surface tbermal plume map at tbe Point Beach Nuclear Plant, 23 April 1973. 
Temperature contours lire in ·C and tbe offshore grid Is J ,000 (2. 

passage. it must, therefore, be concluded that con
denser passage alone probably does not greatly influence 
the pLankton populations. 

An additional type of test was undertaken to deter
mine the time-temperature effects of phytoplankton 
during their passage through the plume. The producti
vity rates of phytoplankton were compared using the 
following three tests: 

Light/dark chambers of phytoplankton were floated 

in the plume until they reached ambient temperature 
and these were compared with productivity ratc of 
phytoplankton at the intake and incubated at natural 
lake temperatures. The third te t was designed to 
determine residual or long-term effects due to 
condenser passage and effects generated by the 
plume. Light/dark chambers of phytoplankton 
filled with plume water were Boated in the plume 
tor two hours until they had reached ambient tempe
ratures. They were theo transported to the intake 
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FIGURE 7: Cross· ectiQllal profile of the thermal plume at 
the Point Beach Nuclcl\f Plant, 2.3 April 19'73. 

structure and incubated for a further two hours to 
reacclimate to the natural conditions. Photosynthetic 
rates were then measured. Statistical analyses under
taken on these tests show that there were no signi
ficant differences between the three tests during the 
months of July and November with ooe exception. 
For the month of November. differences were found 
and the floated phytoplankton that drifted in tbe 
plume was higher than the reference plankton and 
also the reacclimated plankton which was floated in 
the plume and then held at reference temperatures. 

The experiment showed that during July, there was 
no significant difference between natural, floated, or 
reacclimated phytoplankton populations. However, 
during November, natural versus floated and floated 
versuS reacclimated phytoplankton productivity result 
rates were different than floated rates but the same as 
natural rates. A recovery from the effects of condenser 
passage had occurred. 

It must be concluded, therefore, that the effects of 
condenser passage on phytoplankton populations may 
occur; however, these effects appear to be minimal and 
certainly by the time the temperature in the cooling 
water discharge had reached ambient temperature, there 
did not appear to be any residual effects from the 
condenser passage on tbe phytoplankton populations. 

Zooplankton 

Two types of studies were conducted on the 
zooplankton. The first. a survey of the reference areas 
and the plume area. The second consisted of condenser 
passage experiments. Figure 16 shows the total numbers 
of zooplankton during the year, and shows that there 
was an increase in populations through the spring and 
early summer reaching a population maxima during late 
summer and early autumn and thereafter declining. 
Statistical analyses of the results show that there was a 
Significant difference between the south reference area 
and the plume and north reference area, although no 
significant difference was found between the plume and 
the north reference area. This point is significant in that 
had only one reference area been chosen, there would 
have been a strong inclination to attribute tbe cause of 
the difference to the thermal discharge; however, the 
difference appears to be due to the fact that the south 
reference area is biologically different from the plume 
and the north reference area and. therefore, cannot be 
considered as a good reference area. Comparisons 
between the plume and the north reference area indicate 
that, in terms of total numbers, there appears to be no 
significant differenoe during the months surveyed between 
the plume and the north reference area and, therefore, 
possibly little if any effect on the plankton populations. 

Various condenser passage experiments were under
taken on the zooplankton to determine whether or not 
mortality increased in the plankton as a result of passlge. 
Unlike the phytoplankton, mortality can be determined 
in the zooplankton relatively easily by direct observation. 
Table I shows the monthly percent mortality of total 
zooplankton at the intake and at the discharge. It can 
be seen in general from this· figure that there is a slightly 
higher mortality at the discharge than in the intake. The 
average net mortality of total zooplankton excluding 
rotifers after condenser passage was 6 percent, and the 
range was 0-14 percent. One condenser passage 
experiment that was undertaken while the plant was not 
operating. and, therefore, the mechanical effects alone 
were evaluated without jntroduction of beat, showed 
that there was an approximate 10 percent net mortality 
from mechanical stress alone. 

Benthic Macroinvertebrate 

The benthic or bottom living organisms in Lake 
Michigan consist primarily of four major groups : The 
Amphipods, the Oligochaeta, Chironomidae, and 
Sphaeriidae. These organisms are an ir:nportant link in 
the aquatic food chain. Members of the benthic com
munity living on the bottom substrates consume organic 
material from decaying phytoplankton and animals 
which settle to the bottom and in turn they act as an 
important food source for many species of juvenile and 
adult fi~h. Th~ analysis of differences between various 
area'> in the benthic macroinvertebrates is complicated 
by the different substrates found in the sampling areas. 
In the north reference area, substrates consisted primarily 
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FIGURE 8 : Surface tbermal plume map of tbe Point Beacb Nuclear Plant, 8 October 1973. Temperature conlours 
are In ·C and tbe oft bore grid I J ,000 ft • . 
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FIGURE 9: Cross- cctional profile of the thermal plume at the Point Beach Nuclear Plant, 8 October 1973, 

of clays, the south reference area primarily of sands, and 
the plume area a mixtUre of sands. clays and silts, 
Significant correlations were found between the various 
groups and the sub trate types, Among the amphipods. 
the dominant form Pontoporeia affinis showed a distinct 
preference for sandy substrates in the shallower areas, 
The oligochaetes. dominated by Ullcinais uncinata, 
Stylodrilus heringianus, Potomothrix moldm'iensis, were 
co.llec(ed primarily in sand, while others such as 
Limnodrilus hoffmeisteri and Peloscolex superio/'ensis 
occurred primarily in silt, The chironomids were 
found primarily in sandy areas, while the sphaerid 
clams were most abundant in sandy or loamy 
sediments, 

Due to the complicated complex nature of th '! edi. 
ment arrangement around tho: plant. direct determination 
of the effects of the thermal discharge, if any, were not 
entirely possible. However, the evidence would indicate 

that there were no significant effects due to the thermal 
discharge, and if in fact aoy effects do occur, they are 
certaioly of a localized nature. Except for the near field 
which is scoured due to the velocity of the discharge, a 
viable benthic population exists in the discharge area, 
which would indicate that certainly there would be no 
major effect of the discharge on the benthic community. 
Moreover. the thermal discharge during the summer 
tends to rise and fioat on the surface, whereas the benthic 
organisms live in the bottom waters and consequently 
very little effect would be expected. However, during 
the winter time when the thermal plume sinks, one might 
expect some changes in the populations. The benthic 
community is small during the winter period when all 
biological activity is low and also the sinking plume is 
at 4°C which cannot be considered an unnatural condi. 
tion because most benthic organisms in these climates 
exist at 4° C, the temperature of ma.ximum water density 
in most lakes. 
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FIGURE 10 : Saturation of total dissolved gases calculated from dissolved oxygen data for the 
surface, 23 April 1973. 

Fisb 

Twenty-seven species of fish were found in the 
vicinity of the Point Beach Nuclear Plant during the 
survey. These fishes were obtained using a variety of 
collection techniques, but primarily from gill nets and 
trawls and some of the juveniles were caught using tow 
nets. Of the fish captured throughout the year, over 
70 percent were smelt and alewives, and sport fish 

represented 15 percent. In general, the populations had 
average or better than average condition factors when 
compared to values for fishes of the other great Jakes. 
While age and growth studies based upon scale analyses 
showed that the fish in the vicinity of the plant had 
growth rates similar to other fishes in the Great Lakes, 
on a species by species basis, statistical analyses of the 
catches indicated that there were no consistent significant 
differences between the fish population parameters 
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TABLEJ 

Percent mortality of zooplankton (excluding rotlfers and naupJli) after condenser passage . 
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FIGURE 11 : Relationship between orthophosphate lind total 
phytoplankron numbers at tbe Point Beach 
Nuclear Plant, No¥ember 1912 to October 1973. 
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FIGURE 13 : Phytoplankton composition at the Point Beach 
Nuclear Plant, November 1972 to October 1973. 

measured in the plume and the reference areas. Although 
on occasion there were some instances of differences, 
these were not considered important because they were 
not consistent. Certain species of fish were undoubtedly 
attracted to the plume on certain occasions. During 
winter operating conditions, rainbow trout was the only 
species consistently found more often in the plume than 
in either reference area. During the spring and summer, 
brown trout were consistently attracted to the plume and 
periodically during the summer large numbers of 
alewives were attracted to the plume. However, there 
were no detectable effects of the plume on the basic 
migratory patterns of any fish species except for the 
brown trout and rainbow trout. This is most important 
since many fishes such as the coho migrate along the 
inshore zone at certain times of the year. During the 
autumn and onset of winter, all species migrate from the 
inshore zone to the open lake and, therefore, winter 
effects of the thermal plume on fish populations are 
negligible. In the summer, there is a shift in the age 
structure in the fish popUlations in the inshore zone from 
adults in the early summer to juveniles in later summer, 
which is a reflection of breeding habits of certain fish. 

During the period May-October 1973, studies were 
undertaken on tbe numbers and types of fish that were 
taken up in the intake waters and impinged on the 
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FIGURE 14 : Mean total numbers or phytoplankton at the Point 
Beach Nuclear Plant , November 1972 to October 
1973. 

screens. During this period, over 300,000 fishes were 
impinged on the intake screens, with a 95 percent confi
dence interval of 140,000-450,000. Of the impinged 
fish, approximately 268,000 were alewives, 30,000 were 
smelt and Sl were salm onids. However, because the 
survey took place during the summer months, the e 
figures represent the summer condition. During the 
winter period , these estimates would be considerably 
lower, because of the migration of the fish from the 
inshore zone. 

A series of experiments was undertaken in order to 
determine whether or not fish spending any time in the 
plume would be stressed beyond normal stress. In order 
to undertake this experiment, cages were constructed and 
rainbow trout placed in these cages. The cages were 
located at the north reference area and at tbe two 
discharge plumes. 

Five parameters were selected to test the physio
logical condition of tho fish within the plume and 
without the plumes. These parameters were hematocrit 
(packed cell volume) total solids and plasma chloride 
which were utilized to summarize the status of the 
osmotic balance in tbe fi sh. The final two parameters 
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FIGURE 1S : Mean primary productivity of phytoplankton after condenser passage compared with reference phytoplanktoD. 

were plasma glucose and liver glycogen, which were used 
to evaluate carbohydrate metabolism in relationship to 
energy metabolism. 

Four cages were used in each experiment, each 
contained 25 six to seven-inch rainbow trout. Experi
ments were undertaken during July, August and 
November of 1963 and the experiments were conducted 
for four-day periods. 

During the experiments, mortality of fish was noted 
only in the plume fish. Mortalities were not encountered 
in significant numbers during the first two experiments, 
however, more plume fish died during the November 
experiment. At DO time did the mortality over the 96-
hour period reach LD50. 

During aU of the experiments, stress was detected in 
plume fish as measured by the various physiological 
parameters. However, the reference area fish were also 
stres ed as compared to the literature for Similarly 
treated laboratory fish . In general tbe hematocrit values 
were higber in the plume than in the reference areas, 
while the total solids values showed no significant 
differences between the plume and reference areas. The 
plasma glucose levels were significantly higher in the 

plume fish than in the reference area fish indicating 
higher metabolism. Stressed fish tended to have higher 
hematocrit, total solids and plasma glucose levels and 
lower plasma chloride levels. 

There was special Concern for the effect of condenser 
passage upon fish egg entrainment; therefore, an 
experiment was run in order to determine whether or 
not there would be any significant effect upon the 
mortality of fish eggs after passage through the 
condensers. During May 1973, over 1,000,000 white 
sucker eggs were obtained from a Wisconsin Depart
ment of Natural Resources hatchery and taken to the 
Point Beach Nuclear Plant. In a series of experiments, 
the eggs were released in the intake welt in front of the 
fish screens. Three minutes after the eggs were released, 
which is the travel time through the condensers, nets 
were placed at the end of the plume for two minutes. 
The nets were then raised from the water and the 
captured eggs emptied ioto the plastic pails, whereupon 
they were transferred to a plastic bag and immersed in 
water of the same temperature that they originally were 
acclimated and transferred to the fish hatchery. In 
general, the eggs that had undergone condenser passage 
had a higher survival rate than tho e eggs that had not 
undergone condenser passage. Also, the eggs tbat had 
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FIGURE 16 : Mean total numbers of Zooplankton at the Point 
Beach Nuclear Plant, November 1972 to October 
1973. 

undergone condenser passage hatched approximately 
four days before the eggs in the other experimental 
groups. It should be noted that the eggs used in the 
experiment were eyed stage eggs which is a hardy stage 
of egg development. It is doubtful that eggs in 
different stages would have survived the trans
portation to the power plant and/or passage through the 
condensers. 

A further ecological problem encountered with 
power plants is that occasionally the plants undergo a 
relatively rapid shutdown, and consequently cold shock 
can occur. 00 18 May 1973, a rapid shutdown in 
order to test various aspects of the reactor safety 
systems was scheduled and during this time various 
specimens were obtained in order to test tbe cold shock 
under real conditions. The slimy sculpin Cottus cognatus 
and the coho salmon Oncorhynchus Kisutch were quite 
abundant in the area around Point Beach and some 
were caught and placed in the north plume and south 
plume and in a reference area. The background tempe
rature of the lake was 8.8°C, while the north plume 

averaged 16.6°C and the south plume averaged I .O°C. 
The reactor discharging to the south plume wa tripped 
and the temperature dropped from 16.6°C to 8.80 

in a period of 7.5 minutes, subjecting the fish in tbe 
cage in the soutb plume to a 7.SoC cold shock. The 
fish in all areas, the north plume which stayed COn tunt, 
the south plume which was subjected to cold shock Ilnd 
the reference area, all had 100 percent survival of the 
coho and slimy sculpin. 

Conclusions 

The primary conclusion of the study was that 
although some statistically significant differences occurred 
between the plume area and the reference area, there 
were no maj?r ecological effects of the thermal discharge 
from the POUlt Beach Nuclear Plant on Lake Michigan. 
Undoubtedly some effects of tbe thermal di charge n 
the local ecology of the Point Beach area occurred, 
although these effects are of such minor significance that 
they are probably within the natural variation of the 
ecosystem. The alternatives to nce-through cooling in 
all probability have at least. if not more, effect n the 
ecosystem than once-through cooling. Moreover. the 
alternatives are unduly burdensome from the econ mic 
standpoint and such costs running into millions of 
dollars, are totally unju tified in comparison with the 
unknown, if any, ecological benefits . 

This study can probably be generalized for any 
power generating facility on a large body of water in a 
temperate zone. However, becau e of the complexity of 
ecosystems, case by case evaluations should be made 
before power plant construction is undertaken so that 
the ecological Significance of proposed action may be 
weigbed again t the economic and engineering feaSi 
bility of such construction. 
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YNOP IS 

One of the increasingly important utilization of water resources is to sustain 
the cooling lakes and heat sinks 0/ nue/ear power plants. A typical 1000-M W reactor 
consumes about 163 million gallons of water per year and discharges about 50 millioll 
gal/oIlS of treated or untreated blolVdolVll water back to the source. A mathematical 
model to analyze the em'ironmental impact of sl/'lI blowdown wafer released from all 
atomic reactor to an open body of wafer is described. A practical approach is developed 
to evaluate the effect of three-dimensional dispersioll li'itll radioactive decay and 
adsorption on the concentration of effluents spilled il1to a ·tream either instantaneously 
or for a finite lime interval, due to normal blowdowlI or accidental leaks in the radll'asle 
system of a nuclear plant. Methods to estimate the longitudinal and transverse disper
sion coeffiCients are also discussed. The approach is useful/or analyzing the environment 
related aspects of a nuclear power plant . 

Introduction 

With the accelerated emphasis on the development of 
nuclear. hydro-electric, thermal, geothermal and other 
forms of energy as alternative to petroleum, water 
demands for different processes in the power industry 
have tremendou Iy increa ed. Quantitative estimates of 
these demands indicate that a l000-MW light-water 
reactor of a nuclear power plant, con urnes about 163 
million gallons (617 thousand mS) of water per year, 
operating at 80 percent load factor. A coal gasification 
plant producing pipeline gas at 250 million standard 
eu ft (7 million rnB) per day consume about 10,000 acre
ft (12 million rnS) to 45,000 acre-ft (55 million mB) of 
water per year. Coal liquefaction requires about 0.2 
acre-ft (247 ma) to 1.3 acre-ft ( 1,600 ma) per year per 
bpd (barrels per day) of synthetic oil produced. By 
1965. increasing water withdrawal for power generation 
through thermal electric plants alone had surpassed the 
total irrigation withdrawals in U.S., being about 0.5 
gallons (0.0019 rnS) per kWhr for fossil fueled, 0.8 gallons 
(0.00304 m3) per kWhr for nuclear and 1.8 gallons 
(0.00684 mil) per kWhr for geothermal plants(l). The 
steady rise maintained by these demands over the past 
two decades or so has added new dimensions to the 
problem of water resource allocation and utilization. 

Wherea , a major portion of the total water demand 
for the expanding energy development is consumptive , 
a certain part of it inevitably return ' back to the 
adjoining surface and ground water bodies as blowdown 
discharge. with it quality con iderably deteriorated and 
has its undesirable impact on the surrounding environ
ment. This impact is of great concern , if the power 
plant happens to be nuclear. where. the water resource 
utilization is to sustain the cooling lakes and ultimate 
heat sinks for safe operation and shutdown of the 
reactor and the environmental impact pertain ~ to the 
untreated or partially treated blowdown discharge 
continuously released into a natural stream or artiticially 
created body of water ; or to the accidental spill of radio· 
active efRuent into a nearby stream either ins tan
taneou Iy or for a finite time interval due to unforeseen 
damage to the radwaste system of the plant building. 
Following an accident. radioactive effluents leak into 
the ground water environ, undergo convective ·disper ion 
through the commonly saturated soil matrix surrounding 
the plant building and finally join the nearest stream or 
lake. Convective-dispersion in saturated soils i discus ed 
elsewhere(I)(,). The objective of this paper is to discuss 
the impact of the above pollutant injection on the 
surface water environment involving the dilution , 
convection, dispersion, adsorption and radioactive decay 
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of the various isotopes present in the effluents, during 
their passage from the point of release into the stream to 
the nearest downstream surface water intake. 

Mathematical Development 

The convective-dispersion equation for the movement 
of a radioactive tracer in an open channel carrying 
organic or inorganic solids in suspension is given by(2) : 

1 [vc- ] VI (c+nF)t = --:::;_ -h 2 ,DI). C,I - h2 ·C,I- A(c+nF) 
YN I ,I 1 

... (1) 

where, the subscript ( denotes the time derivative, 

.i denotes covariant derivative 

g is the absolute value of the determinant of the 
metric tensor go 

hi are the scale factors for coordinate transformation 

c = concentration of the tracer in water, i.e., quantity 
of the tracer per unit volume of water 

VI = i component of the velocity 

F = quantity of the tracer adsorbed to the suspended 
matter per unit volume of solid phase 

volume of suspended solids 
n = _- volume of water 

tit = time necessary to reduce the concentration of a 
given radioactive isotope to half of its initial value 
by radioactive decay(4) 

In 2 
(I, = -,,-

" = radioactive decay cons tan 

DIJ = dispersion tensor 

For open channel flow in the cartesian system of 
coordinates, 

DI} = r D .. 0 0 ") 
o D,O J 

L 0 0 D, 

and Equation (1) may be simplified as : 

(c+nF)t = ;x(D .. ~;)+ o~ ( D, ~~ ) 

+i..(D'~)-U oC -v _£:-w~ 
OZ OZ ax oy az 

-"A(c+nF) ... (2) 

where, u, v and ware the components of velocity in the 
x, y and z directions respectively. 

Assuming equilibrium isotherm(6) for the adsorbed 
component such that, 

... (3) 

where, al is a constant of proportionality, Equation (2) 
takes the following form: 

(I +na,).C, = a: (D~ ~;)+ a~ (D,:~)+ :z (Dr~~ ) 
OC ac ac 

-u ax -v ay -w az -"c(l +na/) ... (4) 

Setting, 1 + na/ = Rd where, Rd may be called a 
retardation factor by virtue of its property to retard the 
appearance of the tracer plume, Equation (2) may be 
written as : 

Ct = ~ (D.. . OC)+ i..(D, . OC) 
ax Rd ax ay Rd oy 

o (Dz OC) u ac 
+ az Rd· az - Rd . ax 

v ac w oC - - . _- - . - -AC 
Rd ay Rd az ... (5) 

Assuming Rd to be a constant factor and denoting, 

D. = D.. D. = Dy D. _ Dr u. = .!:., 
X Rd' Y Rd' Z - Rd' Rd 

v. = ~ ,., W 
Rd' W = Rd ' 

'02 C 02 C 
C, = D· - +D· 

X aX2 y Oy2 

+D. ' a2
C - U· £.:.. 

Z az2 aX 

i3c oC -v· - -w· - - AC ily OZ 
.. . (6) 

where, the asterisks may now be dropped for convenience 
of representation. 

Equation (6) is to be solved in the spatial domain, 

- oo<x<oo, -oo<y<oo, -oo<z<oo, 

with the following initial and boundary conditions ; 

(i) cCx, y, z, 0) = [(x, y, z) = Q ~(x) B(Y) B(z), 

t = 0 

(ii) c(± 00, ± 00, ± 00, t) = 0 

Using Fourier Transforms(8) and the product Jaw('), 
the solution is : 

cCx, y, z, t) = Q 
47T tv 4?T D .. D,D, t 

where, 

[ 
(x-ut)t 

exp - 4.De t 
(y-vt)l 
4D,t 

- (Z-wt)1 At] 
4Dzt 

. .. (7) 

Q = Strength of the point source in curies, and 

a = Dirac delta function. 



ENVIRONMENTAL IMPACT OF WATER RESOURCES UTILIZATION 407 

Basic assumption implied in the above solution are : 

(i) u, v and ware the three average components of 
velocities at any cross-section, 

(ii) the dispersion coefficients Dx, Dy and D. are 
constants, and 

(iii) mixing of the solute with water is uniform and 
brings about no density change. 

When one ,atte,?pts to apply ,Equation (7) to an open 
channel of finite width B and finite depth D in which a 
tracer quantity Q is injected at the origin 0 (x = 0, 
y = 0, Z = 0), at time t = 0 as shown in Figure 1 (a) 
& (b), the infinite spatial domain in the y and z 
directions becomes finite and restricted and the boundary 
conditions are modified as follows : 

(i) ~ = 0 aC 

OZ ' at '* 0, z= g 

C) aC 
- 0 aC z = -h " - - at ~ 0, aZ ' 

Co) aC 0 ~ ::i: 0 y = b III - = , oy at ' , 

(iv) ££. = 0, oY £:.. * 0 at ' y = -a 

This problem may be resolved by taking recourse to 
the method of images(B)(B). The first few images are 
illustrated in Figure 2. There will be an infinite set of 
such images in either direction for a source located at 
the origin. The combined effect of all these images may 

co, X-SEC T I ON 

" 

-. 
'1I///i//////iftII////~//I///L//ft 

I. ft · 
A·' U 

7/////////7//////7//7/7////7/7/7//7//////% 

't) PLAN 

FIGURE 1. 

be introduced into Equation (7) a follow : 

cCx, y, z, t) = Q XP{ - At - (x - ut)l} 
471't 471' DxDy D: t 4 Dx t . 

00 00 

+ ~" exp{ _ (yn' - I'()' _ (:m - wt)~} 
L., L., 4Dy t 4D, I 

m ... QII - I 

00 00 

+ ~" exp{ _ ( yn-I'I)a _ (=",' - wt)U} 
~ L., 4Dy I 4D: t 
m~ ln - Q 

00 00 

+"" 5" _ ( yn' _ I't)2 
L., ~ exp~ 4Dy I 

m = 111 - 1 

_ (Z",' - wt)1 ~J 
4D, I 5 ... (8) 

where, yn = l+~- I)n {y+ n(a + b)} 

I - ( - I)n + 2 {(2b -y)+ (n - l) (a + h)} 

yn' = '+i- l)n {- y +n(a + b)} 

1- ( - I)n + 2 {(2a +y)+(n- l) (a + b)} 

z'" = 1 +(~ l)m {z+ m(g+ h)} 

1-(- 1)'" + 2 {(2g-z)+(m - l) (g + h)} 

1+ ( - 1)" {- z +m(g+ h)} 
2 

, 
Zm = 

+ l -(~l)m {(2h+ z)+ (m - J) (g+h) } 

It may be ea ily seen that the contribution of the 
images to c (x, y, z, t) progressively decreases as their 
distance from the domain of interest increases, so that 
for a desired degree of accuracy, consideration of images 
beyond a certain number becomes un':lecessary. For 
most practical situations, it may be sufficient to go up to 
n = 4 and m = 4. Even for this limited number of 
images, it is an arduous task to make hand computations 
of C (x, y, z, t) for various combinations of ~, y, z and t 
values. However, it is a simple matter to wnte a com
puter program for carrying ~ut these computati~ns and 
even to plot equi-concentratlOn contours for dIfferent 
patterns of pollutant injection. A_n algorith~ to check. the 
contribution of each succeeding Image agamst the deSired 
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accuracy and to stop computations as soon as tl~e 
prescribed accuracy is obtained, may be introduced In 
this program without any difficulty. 

It may be noted that Equation (8) is quite general 
and may be simplified for different situations as follows: 

(i) For situations where the adsorption component 
is n~gligible, Rd = I , 

(ii) For non-radioactive tracers, A = 0, 

(iii) For infinitely wide bodies of water with the 
source located at the center, " = 0, 

(iv) For infinitely deep bodies of water with the 
source located at mid-depth, m = 0, 

(v) For two-dimensional dispersion, In = 0 ; 
[exp (- (z- wt)'/4D: t))/V 47t Dr t = I 

(vi) For one dimensional dispersion m = 0, /I = ° 
and 

[exp {-(z- wt)2/4Dzt})/V47TDz 1 = 1; 

[exp {- (y- vt)2/4Dyt})/ v' 47T Dy t = 1 

(vii) For steady state dispersion in uniform flow with 
a continuous source at the origin, where, 

C, = 0, v = 0, IV = ° and Dx = 0, 

the equation reduces to, 

D o2e D ate ac = 0 y--+ ·--- u or - oz· ax 

and the elementary solution is, 

Qu (Uy2 uz
2 

) C (x , y, z) = exp - -- - --
47T xv' DyDz 4Dyx 4Dzx 

The contribution of images, if required, may be 
taken into account as in Equation (8). 

The propagation of concentration in the space and 
time domains expressed by Equation (8) is in response to 
an instantaneous input of concentration. Distribution 
of concentration due to a continuous input is discussed 
elsewhere(lO). For most practical situations pertinent to 
the objective of this paper, the pollutant injection is for 
a finite time only. To predict the propagation of 
concentration induced by such inputs, Equation (8) has 
to be integrated over time(5). Thus for finite time injec
tion over a period T in such a way that Q dt' is the 
quantity of tracer injected over an elementary time 
period dt' , at x = 0, y = 0, Z = 0 and t = t', the 
propagation of concentration is given by th.e following 
equation, 

T= I 

C (x, y, z, t) = f 8 Q exp [ - ,. T 
o 7l"'r v' 7T D.~ J)y Dz T 

(Z'm-W-r)l 
4 D. T 
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where, or = I-t' 
For the case where the injection time is to and the 

duration of propagation time for instantaneous injection 
is tL, the duration of the output will be, 

te = to + ll. 

Using the theory of linear and time-invariant 
systems(ll), it could be assumed, without affecting the 
results in the domain of interest Ie, that the whole 
phenomenon is periodic with a period T, ubject to the 
condition that T i equal to or greater than Ie. The 
resulting concentration distribution may then be 
expressed in the form of the convolution integral, 

I 

C (x, y, z . t±kT) = J Q (T±kT). h(t-T) dT ... (10) 

t-tL 

where, 

II (1) is a symbolic repre entation of the impulse 
re~ponse function on the right-hand side of 
Equation (8). 

k is an integer 

Q(t ± kT) = 0 for to < t < T, and 

t> te = 'o+tL 

Simplified Approacb 

For practical problems, it is expedient to work in 
terms of discreti ed time increments to evaluate the 
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CONC. DISTRIBUTION FOR 
INSTANTANEOUS INJECTION 
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convolution integral of Equati n (10). su h th nt. 

IL = N 6,1 

, = M 6, ' 

... ( I 1) 

where, K, Nand M are integers and 6 1 IS n small time 
increment, which for convenience may be chosen n. 
one unit of time. 

6,1 could be cho en a smalJ as on plea es so that 
pollutant injection at II uniform rate over the time 
increment 6, 1 may simulate instantaneous inje ti n. The 
resultant concentration at any time t , due to finite time 
injection over a period to may then be obtained by 
summing up the contributions of K instantaneous in
jections, with each succeeding contribution lagged by 
the time increment 6 t from the preceding. Thus, 
denoting the resultant concentration due t finite tim 
injection at time t by cc (t). 

M-I 

cc (t) = L c(t - i b, t) 

1- 0 

0 < t < I" ... (12) 

Similar expressions may be written for the t ime ranges, 

to <; , ~ fl. and tL < t < I,. 

These operations for the enlire range of time 
o < , < tc may be conveniently performed on a 
computer. A brief outline of the algorithm is presented 
below and the results are illustrated in Figure 3 : 
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!:::J = I 

1 
cc(l) = c (I) 

>
cc(M) = cc(M-I)+c(M)-c(M- K), j 

to<t<tL, M>K, M<'N, K< N 

cc(M) = cc(M- I)-c(M-K), 
tL < t<OO , M>N, K<N 

cc(M) = cc(M-l) + c(M), O<t~to, 
M~K,K<N 

... (13) 

Similar algorithms may be easily written for the case 
K>N. 

Dispersion Coefficients 

An important difficulty often encountered in 
performing analyses pertaining to the environmental 
impact of radioactive effluents released into an open 
channel , accidentally or otherwise, is to estimate the 
practical values of D", Dyand D,. Bansal(12) presents 
a summary of the various parametric relationships 
developed by different investigators for the determina
tion of the longitudinal dispersion coefficient in open 
channel flow. Based on observations in a number of 
stream in the United States, he presents the following 
empirical expressions for the dispersion coefficients 
D", Dy and Dz : 

I ( 
v. Dx) 

og Ko IT' u. D = 6.467- 0.714 

log (? u; D) ... (i) 
log ( u~~ ) = -2.698+ 1.498 

log (:) .. . (ii) 
... (14) 

log ( ~: ) = -8.08+ 1.89 

log (PU; D) ... (iii) 

where, K" is a regional dispersion factor, V" the effective 
mean velocity of flow at the sampling station, V, the 
average velocity of flow in the reach, u., the overall 
bed shear velocity, p, the mass density of water, IJ., the 
dynamic viscosity, and v, the kinematic viscosity of 
water. 

Whereas, his expressions for Dy and D. could be 
used for predictive purposes, the one for D" cannot be 
used like that, as it involves the adjustment factor ko 
which is not known apriori. For practical applications 
of the mathematical model developed in this paper 
Equations (14) (ii) & (14) (iii) are used for computing 
Dy and Dz. For Dx, the expression developed by 
Fisher(13) following Taylor's theory of diffusion by 

continuous movements(14) is adopted. It can be 
shown(13) that, 

D •. = u'l T ... (15) 

where, u' = spatial variation of u from the cross
sectional mean, 

T = 0.30 R/2 = Lagrangian time scale, 
u. 

I = characteristic length of the channel 
(defined approximately as the distance 
on the surface from the point of maximum 
velocity to the most distant bank), 

R = hydraulic mean radius. 

The only parameter that occurs in Fisher's expression 
and is difficult to estimate in a field problem, is 1i'2. 
Normally, velocity measurements over different segments 
of a cross-section in a channel are not available for the 
extreme discharge conditions which are critical for 
analyzing the environmental impact of effluents released 
into a stream. However, one or two sets of velocity 
measurements for representative low and high flow 
conditions may often be available or may always be 
made for any specific project. With such velocity data , 
a curvilinear regression is run to obtain a polynomial 
expression in y for the segmental velocity. Thi 
polynomial is then used to estimate segmental velocities 
for given cross-sectional geometry and water surface 
elevation. Once segmental velocities u/ are obtained, 
U'2 is computed without much computational effort. The 
regression scheme used(lfi) utilizes the least square 
technique to obtain a system of simultaneous equations 
in terms of the coefficients in the polynomial , 

... (16) 

The above system of algebraic equations is solved 
by matrix inversion, in preference to the classical Gauss 
elimination as the former simultaneously yields the 
variances of the coefficients also. 

The above approximation derives its logic from the 
fact that most of the regime equations(l6) (Kennedy, 
Lindley, Lacey, Bose, Malhotra, White and Inglis) 
attempted to relate the velocity with the water depth or 
hydrauljc mean depth of the channel, slope and channel 
roughness. The curvilinear regression implies invariance 
of the channel roughness and slope. If judgement of 
the designer indicates that the channel roughness corres
ponding to the discharge being analyzed is different 
from that for the observed discharge, the ratio of the 
two roughnesses is read in as input and is u ed to suit
ably modify the computed velocities. The effect of 
variation in. energy slope is adjusted by multiplying the 
computed segmental velocities by the ratio of the 
measured or Manning's average channel velocity for the 
condition bejng analyzed with the one actually measured 
to erve as the base input for the curvilinear regression. 
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Application of tbe Model 

To illustrate the u e of the methodology developed 
herein, one dimensional analysis of the convective
dispersion of a radioactive tracer injected into the Ohio 
River at the rate of 1,670 curies/hour for a period of 24 
hour, has been carried out over a distance of 644 160 ft 
(J 96,468.8 m). The results of this analysis are plotted in 
Figure 3. 

Conclusion 

A mathematical model is developed which de cribes 
the three-dimensional convective·dispersion of radio
active tracers instantaneously introduced at a point in 
an open channel, carrying water laden with adsorbent 
suspended sediment particles. The finite natural 
boundaries on the banks, bed and water surface of the 
channel are taken care of by the method of images. Using 
the convolution integral, the result of the instantaneous 
injection phenomenon are extended to a finite time 
injection case. The integration is performed by dis
cretization in small time increments bJ and summing up 
the results of a number of injections over the elementary 
time intervals, each lagged by 6 t from the preceding 
one. The coefficient of di per ion Dx is computed by 
the relation proposed by Fisher(l3). In the absence of 
actual measurements, the segmental velocities requi~ed 
for using isher's approach, are estimated by performlDg 
a curvilinear regression on available data for normal 
discharge conditions. The effect of channel roughness and 
energy slope is introduced in the above estimate by judge
ment of the channel geometry and by comparison of the 
average velocities for the actually measured case and for 
the case being analyzed. The transverse dispersion co
efficients Dy and Dr are estimated from Bansal's(lI) 
empirical relationships. The approach developed herein 
is useful in analyzing the environmental aspects of 
accidental or normal effluent releases from a nuclear 
power plant. 
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Ecological Enhancement 

Introduction 
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YNOP I 

The solution of the technical and many environmental problems requires application 
of mathematical and experimental techniques as tools which have been conceived and 
developed by fluid mechanicians alld hydraulic engineers. 

The emphasis which in recent years has been placed on elll'ironmelllal reclamaliOIl 
and enhancement has led to accelerated development of these tools. 

It is necessary to focus upon the interface where the technique of flUid mechanics 
and mathematically based engineering are brought to bear upon environmental problems 
of the water resources. 

This paper deals with hydrodynamics aspects in environmellta/ and ecological 
enhancement and is more concerned with physical and mathematical modelling of 
interaction of flUid flow with biological and chemical processes. Two important aspects 
are presented. On one hand, the fluctuations which are connected to the diversity and 
(lte stability of ecological systems. On the other hand, the spatial structuration of 
interacting populations in relation with such mechallical properties as movement of waler 
and turbulent diffusion. Several cases are simulated on compuler and compared with 
mathematical results. 

or 

The law of mass conservation for biological and 
chemical processes in a flow of water may be written 

a C'/ot+ V' . (C, ~ ,) ., Ji 
A bulk velocity is defined by 

1/ n 

... (2b) 

a/at ! C,dV = - f c, v, . dS+J [, dV ... (1) 
" s - - v 

where, C, (i = I, ... , n) is the specific concentration of 
V or:: L CI~tjL CI .. . (3) 

species i, a/at Iv C,dV the rate of time variation of 

concentration of species i in the volume V,- L C''::I.d~ 
the surface flux of species i and J" ji dV the creation or 

destruction of species i due to chemiCal or biological 
interactions. 

By used of Gauss theorem, Equation (I) becomes 

Iv [oCtlot+V'.(C,~,)-jidVJ =0 .. . (20) 

I ." 1 i - I 

With quation (3) , quation (2b) is wriuen 

(J Ct/ (J t+\l . (~ CI) = fi+V' . [(~-y,) C,l ... (4) 

where, the last term is mainly due to molecular diffusion, 
sedimentation and migration. The molecular diffusion 
is often approached by ick law, i.e. , 

(!'-.!',) C1 = D,,,,t;CI ... (5) 
where, D'm is the cocfficient of diffusion . 

When only horizontal distributions of concentrations 
are considered, a weighted average ,,( z) over depth z of 

413 
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concentrations and velocities is made as follows 

C1 = H-l jl; CI(Z)y(Z) dz ... (6) 
- II 

!:!. C1 = H_IJ~/l !(z) C(z) y(z) dz ... (7) 

10 substjtuting Equations (5), (6) & (7) ioto 
Equation (4) we obtain 

aCdat+ 'V . (~Cl) = Fi+V' . (DilllV'CI ) ... (8) 

where , F/ is the weighted average over depth of the 
interaction function}i. 

In a closed environment like an artificial basin , a 
natural or artificial lake, the surface fluy. term drops and 
Equation (1) is then written 

a/at L C, dV = LJi dV ... (9) 

Ln general, the interaction. function Ii is expressed as 
(1 function of con~elltration C" i.e. , 

Ii = }i(Cl , ... , Cn) ... (10) 

When only the behaviour of mean concentrations is 
studied Equation (9), with Equation (10), becomes 

a < C, >!at = <fi.(C1, ''' , CII) > ... (11) , , 

and, in this case, the mean interaction function cannot 
be expres ed as a function 'pf mean concentrations, i.e. , 

< }iCC), ... , en} > .¢ fi.( < C1 > , ''', < Cn » ... (12) 

because of the non-linear .properties of ecological interac
tions. This rern.ark is in narrow relation with criticisms 
which were made about Lotka(1) and Volterl'a(2) equa
tions. Indeed, with Margalefej, we think that it is not 
stated if reference is made to a single point of space or 
to an indefinite expression of space in which case one 
assumes that any event has the same probabillty of 
interacting with any event everywhere, which is obviously 
false. Ecosystem deal often with several time and length 
cales corresponding each to partfcular physical pheno

mena. By example, concepts like ecological niche, 
territoriality and patclune s play an important role and 
are not exhibited with equatlofils like Equation (ll) which 
is only concerned with time variations of processes. To 
escape the e difficulties, ecological systems may be 
described by an ensemble of subsystems with inputs and 
outputs. ,This approach is caUed the theory of "boxes" 
and is applicable only when the time behaviour of an 
ecosystem ' can " be described by an ensemble of mean 
~alue of concentrations in each box. The purpose of 
this paper is to show that the approach by the theory of 
"boxes" is no more -available when strong spatili'l 
heterogeneities of concentrations must be exhibited 
because of non-linear .l?roperties of living systems. 

Moreover, the spatial structuration of living systems 
is directly related with their sta~ility. Indeed, fluctuations 
perturbing a s'ystem can be 'amplified by non-linear 
interactions leading this system to another state. In the 

following section we deal with the concept of stability 
from a rather general point of view. After that, the 
practical case of prey-predator ecological populations 
will be analysed and numerical simulations will exhibit 
spatial structuration, i.e., patchiness, of these plankton 
populations in the Southern Bight of the North Sea. 

The Concept of Stability for :Ecosystems 

Stability i a controversial termCS). Generally, it IS 

used as the property of a system to return to a state 
similar to a previous one, if it is led away from it by 
some agent or force (pollution by example) external to 
the system as described or not induced from its model. 

Stability makes sense only in relation to the character 
that is considered: species composition, energy ftow, etc., 
and the different kind of stability are not necessarily 
coincident. 

A most general concept of stability is implicit in the 
set of equation that are used to describe a system. If 
the composition of the ecosystem is represented by a 
point in a multivariant space the dimensions standing for 
the variables of state, numbers of individuals of such and 
such species, and so on, it could be assumed that a field 
of forces exists driving any point along optimal paths and 
towards some steady final state. This state should be 
implicit in the set of equations purporting to de cribe the 
system. 

The 'activity of the effect of the forces driving the 
system or redressing it after a perturbation can be 
supposed to be proportional to the distance between the 

. 'point representing the present state of the system and the 
point representing the final ' or asymptotic state, that 
stands for the referenc.e value. This definition of the 
stability is similar to the concept of stability in the sense 
of Lyapunov(4)(5). In ' Lyapunov theory, the distance 
between the present state and a reference state is given 
by the metric distance, 

Moreover, it seems intuitive to relate the concept of 
stability to the diversity, 

Margalef has introduced the Shannon-Weaver entropy 
H of the information content of a collection of species a 
an index of diversity. This index is the mean of the 
logarithm of the proportions pi of individuals of each 
species i of an ecosystem and is giv'en by , 

n 

H = - 2: pi/npi ..• (13) 

i "" 1 

This formula is identicalto the definition of entropy in 
statistical mechanics. Moreover, the entropy constitutes 
a criterion of stability for closed systems of particles 
around an equilibrium state, i.e., the Boltzmann 
H-theorem which stands that at equilibrium, the entropy 
is maximum. When the system is slightly perturbed 
from its equilibrium state, entropy decreases of a quantity 
6,H> O. In these conditions, entropy is a Lyapunov 
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function and the criterion of tability i identical to the 
concept of diversity (entropy). But the e conc1u ions are 
only available for closed sy terns and we know that 
ecological systems are open systems far from equilibrium 
and are maintained at a steady state through an input of 
energy flow. This steady state i no more characterized 
by a rna imum of the entropy. Nevertheless a Lyapunov 
function can be deduced from the entropy formula in 
calculating the second variation of entropy around the 
steady state [e.g., Glansdorff and Prigogine(6)]. 

Recently it was suggested to write the index of 
diversity [Equatjon (l3)} under the following forme) 

n 

H= L (-p;lnp, +PI-pl) -Do ;;t. O ... (14) 

; = 1 
where the set {pI} represents the proportions of each 
population at a reference state. The function Do is 
written 

n 

Do = L (pllnPllPi+PI-PI)'~O ... (15) 
1= 1 

Another function D~) was also deduced from the 

H-function defined at the reference state, i.e., Ho 
II 

HI) = - ~ lh In Pi 
; = 1 

II 

= 2: (-PI In PI+PI-Ih)-D~2) > 0 

; = 1 

For pace and time behaviour, the concept r tability 
mu t be generalized to include space variable. In on-
idering the volume n of a sy tem, w can define(~) (I 

functional V = In L d n where L i u po itive definite 

function of concentration. The y tern is table if 
dV/dt < O. As an e ample. for a population N de ribed 
by the linear equation 

with 

n 

oN/at = 2: (a/ax,) [alj (X, t) aNIc IJ] 

i, J I 

II 

+ L a l aN/exl + a(X, t)N 

; 1 

x = (Xl, ... , XII) 

a si mple function I is given by 

v = In N~dn 
The time derivative of V is 

II 

... (19) 

... (20) 

... (21) 

dV/dt = 2 J n u[ L (ala XI) [alJ ( , t) aNleX}) 

I. j 1 

II 

+ L al aN/axl + a( X. t)NJ dn 
i I 

... (22) 

... (16) If the following condition holds 
where, 

11 

D(Ol) -- " " ('PI In'lh/p, + pi-pl»O ... (17) 

;= ] 

Moreover, for systems slightly perturbed from the steady 
state, pilpl'-'" I , and Equation (J 5) & (17) become 

II 

(2) • L Do ,....., D ,....., D = (p,-pl)' /2Ih u 0 
... (18) 

1= ) 

Thus, for small fluctuations around the steady state, Do
functions look like a weighted variance and constitute a 
measure of the metric distance between the present state 
of tbe system {p,} and the reference state {j}j}. We have 
suggested to call such Lyapunov functions , an index of 
fluctuations. 

In conclusion, the indexes of diversity and stability 
are different concepts but they are narrowly related 
through a generalized H-theorem. 

It is evident that this theozy of stability is applicable 
for equations which deal only with time variations. 

n 

L a'j (X, t) ~I~J ;;> 
I, i - I 

we can write 
n 

" 
o:(t) 2: < ... (23) 

' .. I 

dV/dt ~- 2cx(t) fn [ 2: (eNlax l)2] dn+ Ina N2 dn 
1 ~ 1 

... (2'() 

If a (X, t) is non-positive, then dV/dt < 0 and the trivial 
solution is stable. It is well Seen that the inhomogeneity 
[(aN/aXI)2} of the population is a stabilizator. 

For non linear systems, like prey-predator interaction, 
a generalization of the index of fluctuations 

V = In D~) dn ... (25) 

can be u ed as a critedon of stability for space and time 
evolution of populations. 

Let us now con ider the practical problem of the 
horizontal repartition of prey-predator plankton popu
lations in the ea. 
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Horizontal Strocturation of Marine Population 

Starting from Equation (8) and making time average 
of concentrations and velocity over a few tidal periods 
two prey-predator populations can be described by th~ 
two following equations (8) : 

oN1/at + \/ . (~N1) = k1N1- k 2N I N, + "V. (K \/ N1) 

... (26) 

aN~/o t + \J. (~ N2) = - kaNt + k,N1N2+ \J. (K\/ N~) 
... (27) 

where, <C1> = N1, <Ct > = N 2, ~ = <U> 

(brackets represent time average), K is the eddy 
diffu ivity. kl and ks the rates of natality-mortality of 
prey and predator respectively and k2 their rate of inter
action. It is well-known that phytoplankton and 
herbivorous zooplankton (copepods) being in a prey
predator relationship in the sea exhibit spatial hetero
geneity in spite of agitation of water due to lateral 
turbulence and currents (~). 

Let uS first study stability properties of Equations (26) 
& (27) without the advective term [ \J . (If_Ni); i=J, 2]. 

The non-zero stationary solution uniformly distri
buted in space is given by 

N lo = kalka ... (28) 

N20 = kllk2 ... (29) 

Let us consider perturbations around this uniform state 

N} = N10 + III 

N2 = N20 + 112 

... (30) 

... (31) 

The linearized equation for perturbations III and 1/2 are 
written 

ondat = - k. n2 + \/ . (K \/ 111) 

an2/al = k1 "1 + 'V. (K 'V n2) 

... (32) 

... (33) 

In view of simplifying the analytical resolution of these 
equations, we a sume that 

kl = ka = w = constant ... (34) 

where, w represents the frequency of oscillations of the 
linearized classical Lotka-Volterra equations. 

Let. us i~tro~uce a complex variable n, the real part 
?f whIch J given by III and the imaginary part by ns• 
1. e., 

n = "1 + i n, ... (35) 

From Equations (34) & (35). Equations (32) & (33) are 
written under the simple form 

onlat = ; w n + 'V. (K 'V n) ... (36) 

With the following variable change 

n == N exp (i w t), ... (37) 

Equation (36) becomes 

oNlot == 'V. (K 'V N) ... (38) 

~hich represents the classical equation for heat conduc
tIOn except the fact tbat N is here a complex variable. 

:E.quation (38). is a parabo1ic equation depending on 
posItion r and time t. For the resolution of these 
equations.- initial conditions (t = 0) on populations, i.e., 
NI t, 0) and N2 (c_, 0), and boundary conditions (r=R), 
i. e., NI (!!_, t) and N2 (~ • t) mu t be given. --

Plankton populations live in some sea-water mass 
characterized by suitable values of such properties as 
temperature. salinity. dissolved oxygen and dissolved 
nutri~nts. In regions. where th~ water is physiologically 
unsuitable for o~gaDlsms. t~elT concentrations drop to 
zero. These regIOns constitute natural boundaries. 
Other natural boundaries are given by coastal region . 
In other words, tbe natural domain for the integration 
of equati~ns is limited by regions where populations 
concentratIOns drop to zero. 

Equati0!l (38) can be easil~ resolved analytically in 
one dimenSion. Let x = 0, one Side of the studied region 
and x = L the other one. The natural boundary condi
tIOns are N1(O, t) = N1(L. t) = N2(0, t) = N 2(L, t) = 0 
and the initial conditions are given by N1(x. 0) = hex), 
N2(x, 0) = f(2X) where, hex) and.t;(x) represent the 
i~itial spatia~ repartitions of prey and predator popula
tIOns respectively. As the analytical resolution is rather 
long, let us give directly the final solution : 

NJ (x. t) = N10 [1 - A(2/V 2') sin (1:/4 + .p)] - 41: 
00 

N 1o K(2/v 2 ) L { [(2n+l)eXP [-K(2m + 1):1 
m = O 

1:'tIV]sin[(2m +1) 7rx/L] I [L'w2 + 

K27!'t(2m + 1)4] H v w cos (wt-7r/4) 

- K(2m + 1)'7r2 sin (wI + 7!'/4J}+ 

00 

(2/ L) L exp (-K m27!'2 tILl) sin (m 7r x/ L) 

m-1 
L 

J {[!I(X')-N!o] co Wt-[/2 (X')-NIO] sin wI l 
o 
sin (m 7r x'l L)dx' ... (39) 

N,(x. t) = N10 [1-A(2IvT) cos (1:/4+.p)]-47!' 
00 

NIO K(2/v 2 ~ {[(2m + 1) exp[ -K(2m+l)' 

m = O 

7r2 IIL2] sin[(2m+ 1) 7!'xIL]/[U w2 +K! 7r'(2m + 1)4] } 
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!o CU sin(wt-?t/4)-K(2m+ l)t n' CO (wI - ?t/4) J~ 
co 

+(2/L) L exp(-Km2 7r!t/L') sin(m7rx/L) 

where 

and 

with 

m= l 

L 

Ir [fl(x') - N lO] sin wt-[J,(x')-N10] cos cut 1 
o 

in (m?t x'/L)dx' 

A = I cosh [k(x- L/2) (l + i)]/ 
cosh[kL(1 +i)/2] I , 

", = arg { co h [ k (x- L/2) (I + i) JI 

... (40) 

... (41) 

cosh [k L(I +i)/2 ] ~ ... (42) 

k = (cuI2K)1/~ ... (43) 

The first term of N1(x. t) and N 2(x. t) depends on 
functions A and cf> which are independent of time t . It 
repre ents the stationary olution and exhibits a stable 
spatial structuration with a characteristics length given 
by Ao = 2n/k where, k depends on wand K (Equation 
(43)]. This length '\C was already found(9) by an 
analysis of the stability of normal modes of Equations 
(32) & (33). 

Indeed, a normal mode is written 

NJ(x, t) = NJo+nj exp (f2t+i 27r Kx) j -= 1,2 
... (44) 

where, n}> a, and K are constants. The dispersion 
relation can be expressed as 

.n = - K(27r K)2+(-kl ka)1/2 ... (45) 

A critical wave-number Kc i obtained when .n = 0, i.e., 

27r Kc :0::: ±[ -kl ks/K2]1/4 ... (46) 

which can be written under the following form 

Kc = ±(l +i)/>'d ... (47) 
with 

1.(. = ±27r(2K/w)lfl ... (48) 

From Equation (48), Equation (44) is written 

NJ(x, I) = NJo+nJ exp (±i27r xl'\c=!=2nx/Ac) ... (49) 

Moreover, Equation (49) is the general stationary solu
tion for the following boundary conditions : N1(0, t) 
= N 2(0, t) = Nl0-B (8 is a constant), N1(x, t) and 
N2(x, t) being bounded for x - 00. Indeed, in this 
case, the stationary solutions of Equations (32) & (33) 
are written 

Nl(X, t) = NJO - B exp (-21txl>.c) [cos (2?tX/Ac) 
-sin (2,.X/Ac)] ... (50) 

N.(.\, t) = N10-B exp (-27rx/ 'Ar ) [co (27rX/Ar ) 

+ in (2nx/Ac)) ... ( I) 

From Equation (50) '(51). the spatial tructurati n is 
well exhibited from term like cos (27r -fAr') and 
sin (2nxIAo). Moreover, this tru turation appear. nly 
next to the origin of the x-axis . Indeed. for a value of 
x ;:::a Ar, the argument of the exponential i -27r and 
exp (-2?t) = 0.0019. In other word • ~ r x Ar. 
Nl(X, t) == N2(x, t) '" N10' i.e., the two tationary solu
tion are constants and hom gene us. Thu , the 
stationary spatial structuration in the linearized equllti ns 
is essentially due (0 the con traint of the boundary 
conditions. It Olay b noted that quali n ' (50) & (51) 
are good approximations of the fir t term of qUUlion~ 
(39) & (40) for x It (0, L/2) if L/2 > I.e' and are also in 
good agreement with the stat ionary so lution of the non
linear equations . 

The transi tory term given in qU3lions (39) & (40) 
are repre~ented by a summation on spatial modes 
characterized by the index m. i.e., term like sin (1111 xl L) . 
The time evolution of the tran itory solutions is givcn 
by both an oscillating function with the frequency (0) , i.e., 
term like sin (wt + 7r j4) , and a damping fun lion with II 

constant of relaxa tion 't'm -- L'/mi 7r2 K depending on thc 
spatial mode m. As each value of m corre ponds 10 II 

wavelength >',n""'" LIm, the terms corresp nding to . m II 
wavelengths are fir t damp d : only large spatial scale 
inhomogeneities have a great lifetime : ind cd 

't'''',.._ >.~/n! K . 

Drastic difTerences of the space and time behaviour 
of prey-predator populations exist. bet~ecn linca:ized 
and non-linear equations. I n the linearized equal IOn ., 
the characteristic frequency of ecological respon c IS 
given by w = (k 1 ka)1 /2 mean w~ile in . t~e non-linear 
equations, a frequency spectrum IS exhIbIted . Indeed, 
from Lotka-Volterra equations, a continuou~ spectrum 
of frequency f( (J) exist, each frequenc~ dcpc.nding on 
the distance of the prey-predator populatIons I rom the 
stationary state (N,o, N90). More the system is far. fro'!l 
the stationary tate, more the period of fluct~atlOl~ S IS 
large. Thu , the period corresponding to the IrnearJ~ed 
equations is a low bound and .the co~respondlOg 
frequency is an upper bound. ThIS fact IS. of great 
importance for the time pers; tence of spatial hetero
geneity, i.e., patchiness, of populations. 

Numerical Simulation of Patchiness 

The non-linear partial differential quations (21) & 
(22) were integrated numerically on computer in view of 
simulating the spatial structuration of both phyto and 
zooplankton in the Southern Bight of the North ea. 

The residual currents (velocity u in Equations (21) & 
(22) were calculated as in Nihoul it al paper(l°) . 

Figure 1 shows the heterogeneous stationary 'teady 
state of prey-predator plankton populations by numerical 
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FIGURE 2 : Numerical simulation of tbe horizontal structuration of a patch of phyto (Nt) and zooplankton (N2) 

populations in the Southern Bight of the North ea . Notice the tran formation of the disc structure (t "" 0) 
to the ring tructure (t = 17 days). 
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simulation of Equation (21) & (22). Concentration 
of the two population are maintained at N10 and Nto 
for both north and south boundaries. NIO and N'lJJ are 
the same definitions as in Equation (28) & (29) and 
correspond to the homogeneou steady state of 
Equations (21) & (22) in neglecting advection . 

An accumulation of plankton next to Belgium and 
The Netherlands i due to the gyre created by the tidal 
stress in the Westerschelde Estuary region. A second 
region of greater concentrations of plankton is also well 
exhibited. The particular properties of the e two regions 
were already exhibited from experimental ecological data 
(see Ref. 10, Figure 9). 

Figure 2 gives the spatial structurution of a patch of 
prey-predator plankton populations in the outhern 
Bight of the North Sea. The initial di c structure of the 
patch (I = 0) transforms to a serie of patches 
surrounding an empty region at time t = 17 days. 

From experimental data(tJ), the ame success ion of 
events was observed in following patches during a few 
weeks. During it drift in the Southern Bight, the 
horizontal structuration of a patch is given by a growing 
circular disc which 10 es its centre and breaks into 
segments. Due to advection, the highest densities lie in 
a series of areas surrounding the empty region. 

For the two Figures I & 2, the numerical parameters 
were taken as follows ; a = (kJ/ka)l/2 = 2.24 and 
(l) = (klka)l/z = 0.134 day-I. 

Conclusion 

This paper deals with physical and mathematical 
modelling of interactions of fluid flow with ecological 
processes. 

General con iderations about the concept of stability 
for ecosystems were made in relation with the concept 
of diversity. The spatial distribution of populations is 
directly related with their stability. The mechanism of 
structuration is initiated by fluctuations which are after
wards amplified by the non-linear ecological interactions. 

A non-linear model of the horizontal distributions of 
prey-predator plankton populations (taking into account 
advection, due to residual currents, and eddy diffusivity) 
was presented. The ecological interactions were assu
med of the Lotka-Volte-rra type. The space and time 
evolution of plankton distributions was simulated on 
computer in the Southern Bight of the North Sea u ing 
this non-linear model. The results are in agreement 
with experimental data. 

Predicti n of the beha iour f ec logical syst ms in 
their waler environment is 0 made by u ing mathe
mati al model. Thb pap r shows that the s lution of 
environmental problem require application of mathe
matical technique as tool.. In environment II lind 
ecological enhancement. mathematical In delling lead. 
to a better under tanding of nature and will help 10 
olve the problem of food re ources for human n' ds 

in the following decades . 
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All approach is proposed whereby methods del'e/oped to determine flushing ralrs. 
lakeward transport , and volume of water moving lakeward call be used to estimate 
nutrient loading from bays to tht' open water of a resel'l'oir. Some data from Volta 
Lake, Ghana and the Nam Ngum Resel'l'o ;r, Laos are presented to indicate the 
importance of studying the exchange between bays and the open waters of reservoirs. 

Introduction 

The productivity of a natural lake is directly related 
to the productivity of the drainage basi n and continual 
inputs of nutrients to the aquatic sys tem . Any changes 
in the productivity of the aquatic sy tem reflect some 
alteration in the nutrient influx. The nutrient po r 
lateritic soi ls of the tropics would not bc expected to 
provide for high nutrient inputs either from tributaries 
or direct runoff. Consequently. lake lying in a 
drainage basin with such nutrient poor soils would be 
expected to be less productive than lakes lying in 
nutrient rich soi ls. Of course. the m rphometry of the 
basin i also important, since shallow lakes have a faster 
and greater recycling of nutrients than deep lakes, 
because the productive euphotic zone is more closely 
associated with the sediments and any release of 
nutrients. 

The same principles must apply to man-made lakes. 
although these relationships are usually o bscured 
initially by disruption of the r iverine ecosystem due to 
impoundment. It a ppears that conditions may stabilize 
in temperate reservoir in about) 5 years. Stabilization 
probably occurs much quicker in tropical reservoirs. 
The initial productivity of a mao-made lake is closely 
tide to the productivity of the flooded terrest rial envi ron· 
ment and whether or not vegetation was cleared prior 
to flooding. All of the flooded organic m,itter may not 

be cycled through a fo d chain u efu l to man, however, 
especially if the lake is deep, st ratifies. a nd anaerobic 
conditions develop in the bottom water. looded trees 
and other vegetation will provide extensive areas for 
aufwuch a well as hiding places for fi sh (es). The 
decaying forest liller and shrubs provide most of the 
initial nutrients, since the true biomass decays very 
slowly. A the fl ooded vegetation decays this source 
of nutrients becomes exhausted and surface area for 
aufwuch ' decrease. Con equently , macrophyte in the 
shallow waters and plankto n in the open. deep waters 
will become increasingly Important in the productivity 
of the system as it stabilizes. 

The productivity of the open waters f large, deep 
reservoirs is tied to inputs fr m the near-shore shallow 
waters. since recycling of nutnenls in the open waters 
is impeded by tra tiflcation, loss of nutrients through 
the outflow, and by settling o ut of p..trtlculatc maller 
from the euphotic z ne. To maintain productivtty in 
the open waters there must be a contm ual input of 
nutrients. but the quantity and nalurc of the inputs .are 
determined by condition in the !'hallow waters, since 
the major input from tributarie and non-point sources 
(surface runoff) are into the h4110w env ironments. 

Flushing rate arc an imp flant aspect to con ider 
in dealing with productivity of small bodies of watere 1

) . 

In large aquatic systems the bays, harbors and shallow 
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near-shore environments differ greatly and pronounced 
differences exist between near-shore and open-water 
conditions(4). This situation can be even more pro
nounced in large reservoirs, especially those that are 
dendritic with many arms. 

This paper was written to direct attention to the 
importance of studying the productivity of the major 
arms of a reservoir and determining contributions of 
this productivity to that of the open waters. In order 
to do this, estimates must be made of the flushing rates 
of the arms and the magnitude of exchange between 
these arms and open water. 

Examples from Volta Lake, Ghana and Nam Ngum 
Reservoir. Laos 

Data available for Volta Lake support the idea that 
the arms and shallow waters are more productive than 
the decp, open waters. Lawson, et al (1969)(6) reported 
on an increasing gradient of blue-green algae into the 
Afram arm in 1966. Other data such as that reported 
by Viner (1969)(10) show that diatoms were important 
in the open water, but blue-greens were dominant in tbe 
shallow waters. 

The zooplankton data for Volta Lake certainly 
indicate the importance of the arms as possible 
"nursery" areas for planktonic Crustacea. Proszynska 
(1969)lO) observed abrupt changes in zooplankton 
numbers and a lack of larval stages in the open waters 
in 1965 and suggested that zooplankton may develop 
elsewhere to be carried into the open waters. She 
studied planktonic Crustacea of the Afram Confluence 
in 1966 and fouod that Crustacea were preseot all year, 
including abundant larval stages(8). Consequently, she 
concluded that these observations confirmed the sugges
tion that Crustacea occurring periodically in the open 
water originated in the Afram Confluence. The impor
tance of shallow areas as "nursery" areaS of zooplankton 
was recognized in 1929 for Lake Erie(3). 

Limnological conditions progressively change from 
the shallower water among submerged trees out into the 
open waters of the Nam Ngum Reservoir (Figure 1). 
Dis olved-oxygen concentrations increased from 
0.9 mgtl in the shallow water to 1.9 mgtl in the open 
water. Total alkalinity increased from 50 mg/I to 
55 mg/I. 

Abundant growths of aquatic macrophytes, Pistia, 
Azolla, and SaJvinia, were found only in the bay of the 
Huai Nam Yen. Evidently nutrient loading from the 
Huai Nam Yen was such as to form the growth of these 
macrophytes and certainly have important implications 
for productivity of the reservoir, since these plants are 
those which have cau ed serious problems in other 
tropical lakes. 

Very productive beds of Hydrilfa grow in the shallow 
water f the Nam Ngum Reservoir. For example, 
dissolved-oxygen concentrations increased from 12.3 to 
16.9 mgtl in a Hydri/la bed, near the dam, between 
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FIGURE J : Dissolved oxygen (solid line) lind totlll alkalinity 
(broken line) at depths of 3 and 7 m at sampling 
locations on a transect starting among submerged 
trees and extending into open water of tbe Nam 
Ngum Re ervoir, Lao, 11 November 1974 
(Sampling locations about 75 m apart). 

9 : 15 and 11 : 00 on 7 November 1974. Dissolved
oxygen content increased less than 1 mgtl in the open 
water adjacent to the Hydri/la. Such a high level of 
production in the shallow, near-shore areas must affect 
the open waters by removing nutrients from the waters 
and/or producing organic matter eventually carried into 
the opcn waters. 

Determination of Flushing Rates 

Ketchum (1950)(5) used salinity, or lack of it, to 
identify fresh water and determine flushing rates and 
exchange between estuaries and the ocean . In an estuary 
salt concentrations progressively increa.e from the river 
mouth toward the open ocean. Salt concentrations are 
greatest. however, in most rivers and become diluted 
lakeward due to entrainment of lake water. Some 
conservative chemicals, cg sodium or chloride, can be 
used as a tracer to identify river water. Beeton, Smith, 
and Hooper (1967) used sodium as a tracer to determine 
flushing rates and exchange of Saginaw Bay, Lake 
Huron. Conductivity proved to be a more convenient 
tracer in a study of Green Bay, Lake Michigan(1). 
Conductivity cannot be used in many Situations where 
calcium bicarbonate is the dominant factor determining 
conductivity. For example, the photosynthetic activity 
of massive growths of aquatic macrophytes in Lak-e 
Skadar, Yugoslavia , can reduce the conductivity of the 
water from circa !J.mhos to 100 !J.mhos in a matter of 
hourse)· 

The methods developed and used successfully in 
Saginaw Bay can be used in tropical reservoirs. Needed 
are data on the flow of the river or rivers, average 
concentration of some conservative chemical in the river 
water, distribution of this chemical in the bay, average 
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concentrations of the chemical in the open water of the 
lake, and a bathymetric chart of the bay. Thi assumes, 
of course, that concentrations of the chemical u~ed as 
tracer are greater in the inflowing water than 10 the 
receiving waters. The distribution of the chemical in the 
bay can be obtained by synoptic survey, where enough 
samples are taken in one day to allow plotting the 
contoured distribution of the chemical. 

Assuming that the river water is the main source of 
the tracer, the proportion of the river water in the bay, 
a water column , or some section of the bay can be 
determined by calculating the volume of lake water (VI.) 
and river water (Vr) in the particular area. This is 
determined from the relationship. 

VrSr+VhSh = (Vr l'h) So 

where, Sr is the concentration of tracer in river water, Sil 

the concentration in lake water and So the observed 
concentration in the area. The river water fraction (Fr) 
is determined by, 

V, 
Fr= -_-

Vr+ Vh 

Flushing rate (FI) is the time required for a one-day 
accumulation of river water CD) to move through the 
bay . 

1 
FI = (Fr V) 75 

The total volume of the bay or section of bay is V. 

The rate at which the river water moves through the 
bay is the lakeward transport (T) , 

D 
T) = ~.,..-~ 

(F,) (Axs) 

where, Ax. is the cross-sectional area of some section of 
tbe bay. 

The total volume (VI) of river and entrained water 
moving lakeward is, 

VI = T1 · A .. , 

By knowing the average concentration of the tracer in 
VI, at the cross-section of the bay mouth , the mass 
transport (loading rate) of this material to the open lake 
can be calculated. 

If similar information is obtained for nutrients, e .g., 
total phosph~rus concentrations for the synoptic survey, 
then the JoadlOg rate of total phosphorus from the bay 
to the open lake can be determined. The distribution 

of this noo-con ervative pr perty will differ from that of 
the conservative tracer primarily because r biologi a l 
uptake a nd 10 t o sediments. Cui ulntion of the loading 
rate at the bay mouth should al give an e timnte f 
the loss of the nUlrient to the bay syst m. Thc ~ nginnw 
Bay results indicated an appreciabl decrease in phos
phorus in the river water fraction a it moved through 
the bay(I). If data ure obtuincd on chlorophyll 
di tribution it hould be possiblc to make calculations of 
what fraction or the bay pr dUClivity is curried out int 
the open lake. 
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SYNOP I 

Woodlallds, a planned lIelV community located 1I0rth of HoustOIl , Te as. is being 
utilized as a study area for investigating thf? impact of increasing urbani:atioll 011 the 
water resources of a particular drainage system. Two small recrearionallakes in Wood
lands, which will receive treated storm water, untreated slorrmvater. alld treated sewage 
eJlluellt, are serving as natural biological reactors for comparing the water qualities 
before and after community development . Collection sites were established along a 
stream which courses through Woodlands in order to assess the eutrophication potential 
of runoff water from the Woodlands watershed. Chemical analyses of water J'OInple.1' 
are revealing the quantities of potential nutrients which are present ill these ecosystems 
and controlled nutrient limitation studies are being used to ascertain the limiting nu
trient requirements of the indigenous aquatic flora . Detailed knowledge of the water 
quality and the nutriellt requirements of aquatic plallts present ill Woodlands .1'hoL/ld 
permit the formulation of strategies for Woodlands water management. These .I'tr(l(e
gies will then be directed toward maintaining a desired water quality in a large recrea
tionaL lake which is being constructed in Woodlands. 

To date, these studies have revealed that there has been an overall increase ill the 
nutrient content of Woodlands water as urbanization progressed ill this area. SurfacC' 
runoff from lawns and a golf course have been recognized as potentiaf sources of 
nutrients for the Woodlands lakes. Nutrient limitation studies have shown that inrreo.l'
ed amounts of nitrogen and phosphorus in water from Woodlancls will substantially 
stimulate the growth of algae. Phosphorus seems to be the limiting factor for algal 
growth in the lakes ill Woodlands and in /ow-jfow water from the stream. However, 
during periods of high stream jlow, as in stormevcnts, lIitrogen is the limiting element 
for a/gal growth. This information has been utilized in del't:!oping a tentative program 
for maintaining a water quality which will preserve the aesthetic and recreational 
values of the Woodlands lakes. Continuation of these studies during further commu
nity development will allow for modifications and refinements in these strategies. 

Eutrophication may be broadly defined as nutrient 
enrichment that results in high biological productivity 
and a decreased volume within an ecosystem. 1n 
undisturbed Jake. eutrophication is a natural "agi ng" 
process and eventually culminates in the disappearance 
of the lake itself. However, the addition of exees ive 
quantities of nitrogen and phosphorus to aquatic eco-

systems often accelerates eutrophication and leads to 
deteriorations in the aesthetic, recreational and water 
quality values of the ecosystems. Accordingly. value 
of lake properties may depreciate and increa~ed burdens 
may be imposed on water sys tem ~ due (0 additional 
costs incurred in the treatment of the water . 

Sewage effluent is often a prime contributor of 
nitrogen and phospborus to waterways. Also, significant 
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quantities of these elements may be transported to 
aquatic ecosystems from watersheds. If the watershed 
is used for urban purposes, the role of surface runoff 
becomes ecologicallY more critical since urbanization 
increases the amount of nitrogen and phosphorus 
discharge to surface waters(2)(6)(1)(8)(lO). However, 
there seems to be conflicting opinions on the stimu
latory effects of urban runoff' on algal growth(1 )(s)(e) . 

Woodlands, a planned new community located 
north of Houston, Texa~ , is an ideal location for 
investigating the impact of urbanization on the water 
resources of a particular drainage system. Since two 
small recreational lakes in Woodlands will receive 
treated and untreated storm water and sewage effluent, 
they are being used as natural reactors for comparing 
the water qualities before and after community develop
ment. Li ewise, Panther Branch, which drains the 
major portion of Woodlands, is being investigated in 
order to determine the eutrophication potentials of low
flow water and stormwater runoff as urbanization 
increases in Woodlands. Chemical analyses are being 
utilized to ascertain the quantities of nutrients which are 
present in these aquatic ecosystems. Controlled nutrient 
limitation studies are being used in order to obtain 
information on the limiting nutrient requirements of the 
indigenous aquatic flora . Thus, accurate description 
of expected water quality, combined with detailed 
knowledge of the nutrient requirements of indigenous 
aquatic plants, should permit the formulation of 
strategies for Woodlands water management. These 
strategies may then be employed in controlling 
eutrophi.cation in a larger recreational lake which is 
being constructed in Woodlands. 

Method 

Description of Study Area 

Woodlands is located in a pine-hardwood forest 
approximately 35 miles north of Houston, Texas. The 
Woodlands encompasses 17,776 acres and will be 
developed over a twenty-year period, beginning 
September 1972. Approximately 80 percent of the 
development is drained by Panther Branch, a tributary 
of Spring Creek. 

Panther Branch i approximately 14 miles in length 
and has a total drainage area of 36.2 miles. Several 
collection sites were established along the course of 
Panther Branch and two sites were maintained on 
Spring Creek. Low-flow water samples were routinely 
collected at these sites and were subjected to chemical, 
biological and nutrient limitation studies. Stormwater 
runoff samples were collected from Panther Branch 
.during the course of several stormevents and were 
subjected to similar studies. 

Water samples were also collected from one of the 
small recreational lakes (Lake B) in Woodlands. Lake B 
has an area of 3.3 acres, an average depth of 6 ft. and 
contains approximately 20 acre-ft of water. During the 
initial phases of this investigation, surface runoff was 

the major source of water for this lake. However, in 
February 1975, a constant water-level will be maintained 
in the lake by the continuous addition of treated sewage 
effluent. 

Analytical Procedures 

Instantaneous discharge for Panther Branch and 
Spring Creek were determined at U. S. G. S. gauging 
stations located on these streams. Chemical analyses 
were conducted with a Technicon Autoanalyzer(lI) and 
temperature was determined with a standard mercury 
thermometer. The Winkler method(9) was used to 
ascertain dissolved oxygen concentrations and pH was 
determined with a portable pH meter. Methods used in 
the batch culture bioassays were similar to those 
described by the Joint Industry/Government Task Force 
on Butrophication(4). Optical density, at 650 nm, was 
used as an index for algal growth and the results are 
presented as the average optical densities of triplicate 
samples, after 21 days incubation. In these studies, 
Selenastrum capricornutum was used as the test 
organism . 

Results and Discussion 

Extensive biological and chemical investigations have 
been conducted on the aquatic ecosystems in the Wood
lands. These investigations have resulted in a volume 
of data which is too large to be presented in its entirety. 
Therefore, only those segments of data from the first 
year of study which exemplify certain points and are 
most pertinent to water management strategies will bc 
presented in this report . 

Lake B 

During the first year of investisation the concentra
tions of nitrogen and phosphorus varied conSiderably 
in Lake B (Figure 1). Surface runoff was the only 
source of water for this lake and nutrient additions to 
the lake were dependent upon this factor. However, 
during the initial phases of study (November-May) 
spillway construction was still in progress and the lake 
experienced extreme fluctuations in water volume. These 
fluctuations, combined with surface runoff, were pro
bably responsible for the initial variations in the 
concentrations of nutrients within the lake. Upon 
completion of construction (May 1974), the lake was 
filled rapidly and extreme fluctuations in water-level 
ceased. However, peaks in nitrogen and phosphorus 
concentrations were noted in April 1974. At this time 
the golf course in the vicinity of the lake and the lawns 
surrounding the lakes were established and had received 
periodic applications of fertilizer. Thus, nitrogen and 
pbosphorus were transported to the lake by surface 
runoff from tbese areas. The peak in NH,-N 
(September 1974) was probably caused by a coloring 
agent which was added to the water for public relations 
purposes. 

Nutrient limitation studies with water collected from 
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FIGURE 1 : Seasonal variations in the water quality of Lake B. 

Lake B revealed that algal growth was not stimulated by 
the addition of nitrogen to the water (Figure 2). 
However, phosphorus spikes did stimulate algal growth, 
thus indicating that phosphorus was the limiting 
nutrient for algal growth in Lake B. The relatively high 
levels of growth with combined spikes. e. pecially at 
concentrations of ],0 ppm Nand 0.05 ppm P, also 
indicated tbat algal growth in Lake B water could be 
increased substantially by additions of lhese elements 
and that other nutrients were not particularly limiting 
for the growth of algae. 

Pant her Branch 

Concentrations of NOs-N and a- po, (Figure 3) 
were lower in the upper region of Panther Branch 
(P-IO) than in the portions of the stream (P-30, 
P- 40) below the major part of the Woodlands. This 
increase in the concentrations of nutrients was due in 
part to irrigation runoff from the Woodlands golf 
course. Also , sewage effluent was being introduced into 
Panther Branch ill the vicinity of P-30. The relatively 
higher nutrient concentrations in Spring Creek (S- 10) 
are the re ult of sewage effluent whicb enters the creek 
from Spring, Texas. 

Nutrient limitation studies on low-flow water 
collected from Panther Branch revealed that algal growth 
was stimulated by both pbosphorus spikes and combined 
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nutrient spikes (Figure 4). Additions of nitrogen did 
not stimulate algal growth in samples co lle ted from 
Panther Branch, except at site P- 20. Samples collected 
from Spring Creek had a greater capacity lO surport 
the growth of algae than those collected in Panther 
Branch. During periods of low-flow io Panther Branch 
phosphorus seemed to be the growth limiting factor . 
However, nutrient limitation studies with composites of 
stormwatcr runoff samples from Panther Branch 
(Figure 5) showed that algal growth was stimulated by 
nitrogen spikes or combined spikes and not by addition~ 
of phosphorus to the water. 

Pos iblc Management Program and Conclusions 

The ba cline data obtained from the first year's 
study of Woodland will be helpful in formulati ng stra
tegies for managing the water resources of this deve
loprnent. Nutrienl limitation studies have shown that 
increased amounts of nitrogen aDd phosphorus in waler 
from Woodlands will stimulate the growth of algae. 
Thus, it will be improtant that advanced wa~tewater 
treatment techniques be utilized if the lakcs are u!>cd to 
reclaim sewage effluent. During periods of low-fl ow. 
when phosphorus would be expected 10 accumulate in 
lakes. it may become desirable to use phosphoruc; 
precipitating chemicals to lower the phosphorus level 
below the critical point when phos phorus concentrations 
approach those known to cause blooms under laboratory 
conditions. Dilution of the effluent with well water 
before entry into the lakes could also be used 10 main
tain a desired water quality within the lakt:s. During 
periods of high flow, advanced treatment could possibly 
be suspended, since nitrogen would limit the growth of 
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FIGURE 3: Water quality at various stations on Panther 
Branch and Spring Creek. 

algae. Such a strategy could result in substantial savings 
in the water treatment program at Woodlands. 

In urban areas the fir t rains and runoff usually 
contain significant quantities of dissolved solids includ
ing troublesome amount of nitrogen and phosphorus. 
Thu, it might be advantageou> to collect the first 
stormwater runoff and treat it with the sewage. After 
the first flush, tormwater could then be directed 
through the lakes to achieve milCing and washout of 
accumulated bottom sediments. This procedure could 
be most useful in mitigating the effects of surface runoff 
from the golf course and lawns in Woodlands. The 
impact of surface runoff on the lakes could at 0 be all
eviated by limiting or prohibitjng homeowner and golf 
course use of nitrate-nitrogen fertilizers. Instead, 

1- WATER SAMPLES - SPIKES 
2- WATER SAMPLES + 1.0 ppm N 

3-WATER SAMPLES. 0 .05 ppm P 

.-WATER SAMPLES + 1.0 N + 0 .05P 

COLLECTION SITE 

FIGURE 4 : Optical densities of SelenaSlrum capr;corl/ll/um 
after 21 days Incubation in water collected from 
various sites on Panther Branch and Spring Creek. 

ammonia or urea fertilizers could be substituted for use 
in increasing lawn fertility . Another sOUrce of both 
nitrogen and phosphorus could be eliminated by reduc
ing the amount of lawn clippings and tree litter which 
could be transported to the lakes by surface runoff. 

Soil renovation of wastewater might be practical 
under some circumstances. It may be that the large 
recreational lake should be designed so that ground 
water serves as the primary source of recharge. Storm
water and sewage effluent could be percolated through 
and renovated by a spreading basin before going to the 
lake as ground water. 

The above represent only a few possible strategies 
which could be utilized in maintaining a desired water 
quality in the lakes of Woodlands . They may be neither 
necessary nor financially justifiable unless there is 
strong evidence that one or more will help control 
eutrophication. Even so, the design of a lake manage
ment program which will maintain the aesthetic and 
recreational values of the lake in Woodlands can only 
be achieved through detailed study of the biological 
and chemical components of the aquatic ecosystems. 

Admittedly, there is much. contr0ver y over which 
nutrient is the most limiting for plant grvwth in aquatic 
ecosy terns. The roles of nitrogen and phosphorus in 
limiting or enhancing algal growth have been investigated 
for many years. Recently, however, more attention has 
been given to carbon as a pos ible limiting nutrient. 
This contr versy regarding limiting nutrients continues 
to rage and the fact is that nutrient limitations proba
bly vary from one CCCl y tem to another and are depen
dent upon a certain set of physio-chemical conditions 
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I-SAMPLE-ADDED NUTRIENTS 
2-SAMPLE ... ' ·0 ppm N 
3-SAMPLE+0'05 ppm P 

O. ~O ...... -------------- 4-SAMPLE+ 1'0 ppm N ... 0 ·05 ppm P 

2 

12-6 AM 

TIME INTERVALS t hrs) USED IN MIXING STO~M EVENT SAMPLES 

FIGURE 5: Of tical den ify of Se/ellasfru", capriCOrtillfU'" after 21 day Incubation in six-hour mixtures 
o Woodlands stormwater runoff. 

which are present within a particular ecosystem. Thus, 
our data may only apply to lakes in eastern Texas, but 
hopefully this information will be applicable to similar 
systems throughout the southern piney-wood region of 
the United States. 
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YNOP I 

Since coastal zones of the world are increasingly used for recreation and resourcl:' 
development, we at the Canada Centre for Inland Waters have condllcted .I·wdies 
specifically designed to characterize, in a climatological sense, the water movements 
occurring in the coastal zone of the LaUrentian Great Lakes. We have seen an array 
of complexities in coastal currents that vary in magnitude from place to place and frolll 
time to time. Nevertheless, there occur certain regimes that appear to repear themselves 
with some fr(!quency at any given location. By determining the frequency of occurrence 
of the \'arious regimes, we can make a climatology of the coastal ::one water movemellts 
that are particularly relevant to problems of siting power plants, waste water C'ffitlellt 
lines, and water intakes. Some years of study are required before a climatology for a 
coastal region can be realistic for design purposes. 

We have succeeded in identifying the following three regimes that make 1IJ1 the 
elements of a climatology for coastal circulafion ; 

(I) Periods of stagnation or low currents. 

(2) Periods of shore-parallel currents lasting 24 hours or longer. 

(3) Current reversals occurring between periods of shore-parallel currents. 

Data are presented in the paper that describe these three regimes and the physical 
processes that arc relel'ant in the use of coastal water resources for various humCfn 
needs. 

1. Introduction 

We have witnessed in the past dCI;ade the emphasis 
of many oceanographic and limnological studies shift to 
areas closer to the shore ince most of the water 
exchange for human use takes place within a narrow 
zone loosely defined as the "coastal zone". The precise 
definition is rather difficult and in whatever way one 
defines "coastal zone". it is bound to be arbitrary to tbe 
other. Regardless of the definition used. it is clear that 
the coastal zone is a complex environment where inter
related biological, chemical, geological and physical 
processes are occurring along the interfaces of water, air 
and land. 

Coastal areas are increasi ngly used for recreation and 
resource development. Human activitics are bound to 
intensify with inneasing urbani2'ation and heavy coneen
trati n of population a long the coastal regions of the 
world oceans and thc Laurcntian Great Lakcs. Such 
continued pressure for utilization is bound to huve 
deleterious effects on thc coastal zone environments. The 
ecology of the coastal zone environment is strongly 
influenced by the water movements, thermal structure 
and the cnvironment's capacity to disperse poJl_utanb. 
discharged into the coastal zone. An under1>tandlllg . of 
these processes is a ba ic prerequisite to efl'ecllvc 
conservation of the coastal zOne environments. 

We have carried out at the Canada Centre for Inland 

431 



432 MURTHY AND BLANTON 

Waters (CC1W) a series of field experiments in various 
coastal areas of Lake Ontario. These studies were 
specifically designed to study the climatology and coastal 
zone processes thought to be of particular relevance for 
sucb practical problems as thermonuclear power plant 
siting, discharge of sewage and industrial effluents, and 
the location of water intakes for drawing water for 
various human activities. 

This paper will examine some of the basic coastal 
processes based on detailed experimental programs 
during 1968-1974 in Lake Ontario. While the observed 
characteristics of the coastal processes cannot be 
completely explained by available theoretical knowledge, 
we are attempting here to present these processes as we 
have observed them in a climatological sense with the 
above practical problems in mind. 

2. Coastal Zone Water Movements 

The current regimes in the Laurentian Great Lakes 
and the oceans exhibit special characteristics near the 
coastal boundaries. Meandering currents far removed 
from boundaries are restricted to move primarily along 
the boundaries once they approach clo e to the shore. 
This process of adjustment Lo the prc ence of the shore 
is illustrated in Figure 1. Shown here are current meter 
data obtained simultaneously from three locations, each 
at a different distance from the coastal boundary. The 
data displayed in Figure 1 are hourly averages of the 
current vector, with the tail of each consecutive vector 
placed appropriately orieoted at the head of the 
preceding ooe. This type of data display is often called 

......, 
"'_~--"'---~'!' ... 

taMY litO 
1200 a",T 

a progressive vector diagram (PVD) aod simply repre
sents the current flow past a poiot as it changes in time. 
Most important here is the changing pattern of tbe flow 
as distance from shore decreases. About 16 km. the 
current vector rotates completely each 17 hours with an 
irregular ill-defined displacement. Closer to shore 
(11 km offshore). the oscillatory motion is still present, 
but the net flow assumes an orientation closely parallel 
to shore. At only 6 km offshore, the rotary motion has 
disappeared for all practical purposes with well-defined 
shore parallel flow . 

Currents in the open lakes and oceans often have 
nearly rotary motion. particularly after storms. These 
currents, called inertial currents, result from a balance 
between local particle acceleration and Coriolis force due 
to the rotation of the earth. The period T of such 
oscillations is given by T = 2rrff, where f is the rotational 
frequency of the earth defined by f = 20 sin ¢ ; 0 is the 
angular speed of rotation of the earth and ¢ is the 
latitude. At the latitude of the Laurentian Great Lakes, 
T is close to 17 hours. At locations such as Southern 
India, T is close to 60 hours. Physically, what it means 
is that the current vector rotates by 3600 every inertial 
period. In addition to inertial currents, tidal currents 
with peri dicily of 12 or 25 hours are quitc common in 
the oceans although they are not dominant in the Great 
Lakes. However, in the coastal zones. these rotary 
currents must be modified since particle velocities 
perpendicular to the coast must vanish there. Conse
quently, there is an adjustment zone, typically 5 to 10 
km wide. where rather high currents are forced to flow 
more or less parallel to the local shoreline. This zone 
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FIGURE 1 : Progressive vector diagrams from current meter data obtaioed oft' OshaWl, Lake Ontario. 3-18 July 1970. 
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hac; been described in the literature as one where "Coastal 
Jets" may be observed(l). Csaoady(2) has also referred 
to this zone as a "Coastal Boundary Layer." 

To develop a climatology of the water movements in 
the adjustment zone, hereafter referred to as the coastal 
zone, we have conducted extensive programs of current 
measurements, thermal tructure and dispersion experi
ments in several locations of Lake Ontario. Figure 2 
shows the geographic distribution of nearshore programs 
carried out during 1968-1974 by ccrw. 

Coastal currents are usually measured by two well· 
known techniques: Lagrangian and Eulerian. Lagrangian 
techniques observe with current following deVIces the 
distance a "parcel" of water moves in a given time. 
Eulerian techniques, on the other band, observe flow of 
water past a fixed point with current meters . One can 
expect some differences between the two techniques, 
particularly when there may be velocity gradients in a 
region where the two techniques are used simultaneously. 
A theoretical discussion by Longuet-Higgins(S) discusses 
the differences in water mass transport that may result. 
Our experiments in the coastal zone of Lake Ontari 
indicate that the differences between the two techniques 
are negligibly small(4) over time scales of interest in the 
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.__.__.__._. 
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coastal zone. Only when ob ervtltion duration X ds 
about 17 hours (the inertial peri d for Lake Ontario) do 
our experiment indicate that some discrepancy may 
result between the two te 'hnique (5)(1). 

oa tal di persal proce e ' were tudied by the 
familiar Lagrangian technique of introdu ing fluore cent 
dye tracer into the coastal zone and by obs rving the 
growth and dilution of the resulting dye plume . A 
continuous dye plume i. a bettor experimental target to 
study mixing and disper al ph nomenon in the coastal 
zone than is an instantaneous dye pat h(,)(8). 

3. EX"Perimental De ign and Data olleetion 

The c a tal zone studies conducted at CCIW placed 
emphasis on physical processes operating in the near
shore area. Tbese processes were interpreted through 
experiments in the ditru ion of dye and through 
obtaining long time-series of current and temperature 
data at fixed locations. The ~ rmer te hnique collect ' 
data over a period of one or two m nths. Since these 
tWo techniques cover such different time-scales, l\ 

separate discussion is desirable on the diffusion experi· 
ments and the experiments using a number of moored 
current meters and temperature en ors. 

FIGURE 2 : Map of Lake Ontario showing the locations of nearshore programs during 1968-74 . The inset 
illustrate the lay-out of current meters for a typical program. 
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The time-series of current and temperature data were 
obtained from self-contained instrument packages that 
automatically measure current speed and direction as 
well as temperature. Although the instruments record 
temperature and currents at JO or 20-minute intervals, we 
have used hourly mean values since we are primarily 
interested in climatological studies. The data are 
collected at fixed depths and different distances otr)hore 
using a series of taut-line moorings, an example of 
whil:h is bhown in Figure 3. Our basic array design 
was to et out a series of current meters so that some 
resolution; aero s the coastal zone was obtained at a 
fixed depth below the water surface as well as a fixed 
depth above the bottom. (Typical numbers of moorings 
used in Lake Ontario are illustrated in the inset of 
Figure 2). 

In our diffusion experiments, we made observations 
of a fluorescent dye tracer introduced into tbe receiving 
waters. We have used rhodamine-B dye as the tracer 
because it can be ea ily detected in small concentrations 
(as low as I part in 10" parts of water) by means of 
optical fluorometers. The dye is injected in a continuous 
stream into the water by means of the system shown in 
Figure 4. Essentially, the system simulates, a typical 
outfall by pumping the dye solution, pre-adjusted to 

Monkey 
plate 

Surface marker 

Subsurface buoy 
(550 Ibs. aprox. buoyancy) 

1/4 stainless steel wire rope 

Plessey PC-6 
current meter 

1/4 S.S. wire rope 

Geodyne Md I. 920 
current meter 

1/4 s.s. wire rope 

750 lb. rai Iway wheel 

the in situ density of the recelvmg waters, through a 
ll-nozzle diffuser. The nozzles are spaced 1 metre 
apart. The diffuser is suspended at the desired depth in 
a taut-line mooring (Figure 4) and is free to rotate and 
align itself in the direction of current flow by means of 
a large tail fin. 

A line-source dye plume of approximately JO m 
length is soon formed due to the prevailing coastal 
currents. The depth of dye injection may be varied 3 m 
from the free surface down to 3 m of the lake bottom 
in approximately 20 m deep water. The submerged dye 
plume is surveyed with fiuorometers by towing sampling 
systems behind instrumented launches. Details of the 
operation of the complete system have been reported by 
Murthy(8)(9). 

A typical experiment consists of releasing dye in the 
early morning hours sO that a well-developed dye plume 
is formed within a couple of hours due to the prevail
ing coastal currents. Close to the diffuser, the dye 
plume is generally narrow and slender. However, at 
some distance from the source the dye plume spreads 
due to lateral and vertical mixing. Lateral meandering 
due to large-scale turbulent eddies becomes particularly 
important as revealed by time-sequence synoptic aerial 

Radar 
reflector 

Concrete 
weight 

polypropylene 
line 

FIGURE 3 : An example of a taut-line mooring of recording current meters. 
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oeCKHOUSE 

Sl'ORAGE TANK 

ALIGNING VANE 
DVE SOLUTION HD LINtS 

FIGURE 4: Fluorescent dye relea e systcm to slmulatc outfnll conditions. 

photographs. Figure 5 shows a mosaic of the dye 
plumes prepared from time-sequence air photos. Note 
in FIgure 5 that the lateral meandering of the dye plume 
was quite pronounced beyond about 1,000 m from the 
dye source. 

Sampling by means of the fluorometers was 
conducted systematically at severa) regularly spaced 
cross-sections. The first cross-section was chosen as 
close as possible to the dye source (usually 200-300 m). 
Two anchored marker flags were dropped across the 
dye plume such that the line joining them is approxi
mately perpendicular to the plume centre-line. The 
dye plume was sampled several times using the flags as 
reference markers. Upon completion of one cross
section, the instrumented launch was moved further 
downstream and the procedure was repeated. Under 
fair weather conditions, we were able to sample four to 
six regularly spaced cross-sections during an experi
ment making 15-20 crossings of the plume in each 
cross-section. 

4. Coastal Zone Climatology 

The complexities of water transport and dispersal pro
cesses in tbe coastal zone are well recognized(6)(10)(2)(8). 
However, from a series of experiments of the type 
described earlier, we will attempt to describe certain 
characteristics of the coastal currents that are consistently 
observed in several locations. In this section, we will 
illustrate these characteristics from results of several 

~eries of e~peri~ents wit~ the sole objective of develop-
109 a claSSification of typical coastal zone regimes that 
have practical implications. 

We illustrate first the observed complexities from 
a series of experiments carried out during 1971 at two 
locations : Hamilton, and POrt redit in Lake OntariO 
(see Figure 2). These experiments were carried out 
simultaneously and consisted f measuring coastal 
currents and temperature structure. We u 'ed Lagran
gian current drifters at several depth~ to measure 
mean current velocities over a 6 to 8-hour period. A 
convenient way of presenting this data is a current 
hodograph. Mean current hod ographs for this series of 
experiments arc displayed in Figures 6 (a), (b) & (c). 

Immediately apparent from a study of F igure 6 is 
that currents on the same day at the two I cations can 
often be quite different. For example on 29 April, 
current d irections were similar but speeds were almost 
3 times faster at H amilton. On the following day, 
speeds were simila r but directions were different by 
almost 90 degrees. For other examples of contrast, 
compare data for these two locati ons in July and 
October [Figures 6 (b) & (c)J. 

Not only are there differences between the two 
locations, but there are sea50nal differences at the same 
location N ote that speeds are usually greater in summer 
and autumn, a fact observed by many investigations of 
currents in the Great Lake (5). Another difference 
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FIGURE 5 : Dye-plume beba\'.iour in coastal currents from a typical dift'u ion experiment, Note tbe latenl 
meandering around 1,000 metre from the dye source. 
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N N N 

HAMILTON 

SCALE : Radius • 4 em/sec 

N N N 

PORT CREDIT (~ 
APR . 28 APR. 29 APR . 30 

N N N 

HAMILTO N 

N N N 

PORT CRED IT 

MAY 1 MAY:2 

MAY 3 

FIGURE 6 (a): Comparison of coa tal currents at two locations measured simultaneously- Port Credit and Hamilton Luke 
Ontario during April-May 1971. Numbers indicate depths or measurements In metres . 
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N 
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3 

JULY 15 JULY 16 .u.y 17 

FIGURE 6 (b): Same as Figure 6 <a) except for July 1971. 

between spring and summer is that the waters are 
thermally stratified during summer and early autumn. 
Stratification has the effect of altering the vertical 
changes in currents. For example, lake water in spring 
is vertically homogeneous, with the result that the 
currents at different depths flow usually within 450 

of the same direction. This is particularly true when 
currents are strong, although deviations from this 
general pattern can occur on the same day. Contrast 
the vertical variations in currents in spdng with those in 
summer [Figure 6 (b)] when there is usually a strong 
vertical variation in temperature. Tilere are many days 
when tbe deeper currents flow in opposite directjons 

from those nearer the surface. Note for example data 
obtained between 12 July and 17 July. 

In addition to the above complexities, we have 
observed days of extremely low current flow, almost 
stagnant, that can persist for several days. April 30 at 
Hamilton [Figure 6 (a)] was just sucb a period. We 
have reproduced the tracks of the current following 
devices (drogues) during that day (Figure 7). Clearly, 
pollutants djschar~ed in such an environment will form 
a stagnant pool 10 a manner analogous to the drogues. 
Note that on 1 May at Hamilton, the currents accele
rated greatly. Pollutants would be flushed out of the 
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,IGURE 6 (c:): Same a. Figure 6 (a) eKcept ror Odober 1971. 
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HAMILTON 

APRIL 30,1971 

N· 

MEAN CURRENT HODOGRAPH 
SCALE : Radius· 4cm/sec 
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o 
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FIGURE 7 : A comparison of constnl currents at Hamilton, i11l1strating the change from a stagnant flow regime 
to II steady. strong shore-parallel.current regime within 24 bours. 

area on such a day. These complexities have been 
amplified by Murthy(B) and will be discussed later. The 
stagnant flow periods may last for several hours up to 
several days, and they may be thought of as interludes 
between well-defined longshore flow episodes(D). 

Longshore currents are accompanied by upward and 
downward movements of water io the coastal zone(1°). 
When the water is thermally stratified the upward 
motions bring cold subsurface water into the coastal 
zone, whereas the downward motioos bring warm 
surface water there . Upwelling nnd downwelling of 
water in tbe coastal zone is one of the more important 
processes affecting use of the water for human needs. 

An experiment off 0 hawa, Lake Ontario for 5 
to 14 October 1970 contains an excellent example 
of an upwelling-downwelling cycle [Figures 8 (a) & 
(b)l and how this cycle influences the characteristic 
of currents in the coastal zone. Prior to 5 October, 

easterly flow had been established by winds blO'W'ffii 
predominantly to the east and this flow persisted for 
several days. As a consequence, the cold stratified water 
upwelled into the coastal zone [Figure 9 (a)]. The 10°C 
isotherm was located up at the surface about 7 km off
shore. On the 7th of October strong winds toward the 
west began to blow driving the warm surface waters 
inshore and to the west. By 12 October, the 10°C 
isotherm was depressed downward along the bottom 
[Figure 9 (b)] . The width of the coastal zone is about 
10 km, and it is within this zone that water temperature 
fluctuates greatly. 

Associated with the change-over from upwelling to 
downwelling are reversing currents. As the change-over 
is occurring, the water mass as indicated by its tempe
rature undergoes a complete mass exchange. Note that 
by 9 October, the water mass in the coastal zone is comp
letely mixed as indicated by its temperature [Figure 9 tb)]. 
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FIGURE 9 (p): ThermPl structure lIIustrPtlnj! upwelling of coastal waters oil Oshllwa . Corresponding to 
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This mass exchange undoubtedly occurs even when 
the lake is homogeneous (when temperature can 
no longer be used as an indicator). Consider the near 
surface currents measured simultaneously during the 
upwelling/downwelling cycle di cussed above at three 
locations in the coastal zone [Figures 8 (a) & (b»). The 
currents 6 km offshore reversed later than those at 3 km 
offshore. It is often observed that sl uggish currents at 
one location may be accompanied by fast currents only 
3 km away. This situation induces large lateral shear 
in the coastal zone which causes rapid milling of water 
in tbe coastal zone(6). 

Out of the array of complexities of coastal current 
and thermal structure that we see from place to place, 
from season to season and from year to year, there are 
certain regimes that can be identified that repeat them
selves witb some frequency . It is the determination of 
the frequencies of occurrence of the various regimes 
tbat make up a climatology. Several year of experi
mental data are required before a climatology for a 
certain coastal region becomes rea li stic. However, 
based on experimental &tudies in a number of locations 
of the Great Lakes, we have identified the following 
coastal regimes: 

(1) Periods of stagnation or low currents; 

(2) Periods of shore-parallel currents lasting 24 
hours or longer ; 

(3) Current occurring between the periods of shore
parallel currents usually occurring between 
periods of upwelling and downwelling. 

The practical implications of these regimes in so far 
as the dispersal capacity of pollutants in the coastal zone 
and utilization of coastal waters for various buman and 
otber needs will be discussed in the subsequent sections. 

s. Coastal Dispersal Processes 

Having discussed the complexities of the coastal flow 
regimes, let us now attempt to look at some of the 
implications of these flow regimes on the mixing and 
di persal processes. These processes are of practical 
interest in the disposal of waste effluents and in the 
direct utilization of coastal waters for various human 
and other needs. Mixing and dispersal processes in the 
coastal zone are equally complex as evidenced from a 
number of experiments carried out in several locations. 
We will use some typical experiments to illustrate these 
complexities. 

From a waste disposal point of view, the worst 
situations are the stagnant or very weak current periods 
during which the discharged effluents form stagnant 
pools with very little transport and mixing. With the 
likelihood of onshore transport, tbe deleterious effects 
of such episodes for recreation and other water uses 
could be disastrous. Figure 10 illustrates a typical 
situation of diffusion in the presence of weak coastal 
currents. The dyt" was released on 18 August and tbe 

plume developed in the general direction of the current. 
With the regular sampling at 500 and 1,000 m from the 
source, the maximum mean concentrations at the centre 
of tbe plume were 45 and 20 ppb. However, on the 
morning of the 19 August, a large pool of dye approxi
mately 1 km wide and 3-4 km )oog remained in the 
vicinity of the dye source, slowly drifting in the direction 
of the current. The dye pool was mapped disclosing 
that concentrations in excess of 100 ppb were observed 
at distances of 1,000 m from the source. Fortunately, 
the prevailing currents on that day were offshore and 
freshened later in the day. Consequently, the 
accumulated dye pool was transported to offshore waters. 
Undoubtedly, such conditions are severe from the point 
of viow of dispersing effluents in the nearshore zone. On 
tbe other hand, if the prevailing currents were onshore, 
the accumulated pool of dye may be transported toward 
the shore region and may remain trapped in the shore 
region. Figure 11 illustrates this situation from an 
experiment carried in the same location during 4-5 June. 
The persistent trapping of the effluents in the coastal 
zone has often been referred to as "coastal entrapment" 
phenomenon. 

Following our flow climatological classification, the 
next regime of importance is periods of steady shore
parallel currenrs. Under such conditions any pollutant 
source located in the coastal zone would undoubtedly 
result in a regular effluent plume. The "mixing zone" 
(depending on the desired dilution) is the net result of 
the average current speed, persistency of current in a 
given direction and turbulent mixing. If currents are 
low and turbulent mixing is weak, there is a likelihood 
of fumigation of the nearshore zone over a 3-5 day 
period of perSistency, which is the typical current reversal 
period. In our series of dye plume diffusion experiments 
in several locations we have encountered several occasions 
of steady and shore-parallel currents. Figure 12 shows 
the measured cross-plume mean concentration distribu
tion of a rypical experiment and it reasonably approxi
mates a Gaussian distribution. For tbis reasoo, Gaussian 
diffusion models have been extensively used for 
quantitative modelling aod dilution estimates of con
tinuous effluent plumes(ll). These models have 
adequately demonstrated that one can make reasonable 
estimates of the so·called "mixing zone" around an 
eftluent source, knowing the average current speed, 
persistency of current in a given direction and the 
available knowledge of turbulent diffusion. However, 
after a period of steady currents, one can encounter 
current shifts (or meandering currents). Under these 
conditions, what appeared to be a steady and regular 
plume shifts in the direction of the current shift with 
"accelerated diffusion" accompanied by rapid dilution. 
Figure 13 shows typical measured cross-plume mean 
concentration distributions from one such experiment, 
conSiderably departing from the Gaussian distribution. 
Although determination of the "mixing zone" is rather 
difficult under such complex: cases, shifting currents have 
beneficial aspects from the point of minimizing the 
impact of contamination of tbe coastal zone through 
efficient dispersal of effluents. Figure 13 clearly illustrates 
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FIGURE 10 : Dispersnl characteristics during stead currents followed by a stagnant flow rClllm ' . 

the rapid dilution of the dye due to accelerated spread 
of the plume in the cross-plume direction. 

Finally, the transition period between periods of 
shore-parallel currents are invariably accompanied by a 
complete reversal of direction of currents. As discussed 
earlier, these episodes are accompanied by upwelling and 
downwelling of coastal waters. During such episode, 
entire coastal waters are renewed as a direct consequence 
of the mass exchange offshore(2)(5). The mixing and 
dispersal of effluents in such flow regimes is very 
efficient(ll)(8). These periods are extremely favourable 
from the point of view of large-scale dumping of 
waste effluents (resulting from say dredge operations). 

We have shown that several physical proce ses 
contribute to the mixing and dispersion of pollutants 
discharged into the coastal zone; eddy diffusion due to 
turbulence, shear diffusion due to the interaction of 
current shears and turbulence and diffusion due to 
turbulence generated by breaking surface and internal 
waves. In reality, since it is difficult to separate out the 
proce ses, one attempts to quantify the overall effects on 
mixing and disper ion by defining certain dispersion 
parameters and their relationship to the ob erved 
environmental conditions. The data and results of field 

diffusion experiment conducted in widely varying 
environmental conditions have been extensive ly used to 
estimate diffusion parameters and their characteristics. 
It is not our intention to go into the discussion of the c 
aspects here as they ha ve been adeq uatcly reported 
in literature(I2)(13)(14)(Ir.)(l6). These ddfusion charuc
teristics have provided a basis for quantitative modelling 
of a number of coastal diffusion problcms(17)('I)('") 
and are currently being used extensively in C IW 
modelling programs(IU)(20). 

6. Discussion 

While we recognize the complexities of the coastal 
processes, it may pcrhaps help in the appreciation of the 
above complex experimental data and results if we 
di scuss some practical problems involving the direct use 
of coastal waters for human and other need~: For 
brevi ty, we will consider only some specific examples: 

(0) Recirculation : This is particularly an important 
problem in thermon uclear power plant siting. 
The location of inlets and utlets fOf drawing 
water for condenser cooling and the di ~charge 
of hot waste water is quite critical in view of the 
bi-modal characteristics of the cOll~tal currents. 
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FIGURE 11 : Dispersal characteristics during steady currents followed by an onshore current shift lIlu trating 
coastal trapping of dye. 

With periods of stagnation or very weak currents 
and frequent current reversals, recirculation of 
warm water into the inlets may result in consi
derable power reduction. Another similar 
problem of particular interest is the locations of 
sewage Or other industrial waste effluent outlets 
and intakes for drawing water for drinking and 
other human needs. There are several 
engineering solutions to problems of this type. 
F or example, one can locate the inlet in the 
hypolimnion for drawing water and discharge 
waste water io the epiJimnion. While this may 
be a desirable solution for locations of inlets 
and outlets for thermonuclear power plants, it j 
certainly undesirable for the location of sewage 
effluent outlets. If not for any other reason, the 
discharge of sewage effluent or other waste 
waters in the surface layer of the coastal waters 
is undesirable aesthetically as well as recrea
tionally. In this ca e the location of the sewage 
effluent outlet at deeper depth and the location 
of water intake in the surface layer may be 
desirable. However, the practical implication 
of this choice will be discu sed briefly later. 
Other engineering solutions to this problem are 

locating two inlets on either side of the outlet 
and switching back and forth depending on the 
direction of coasta1 currents or possibly offsetting 
the locations of the inlets and outlets with depth 
and/or distance from the shore. Operationally 
such systems are no doubt complex and 
expensive but certainly not insurmountable 
technically. 

(b) Sewage Outfall Disposal : Earlier in this dis
cussion we mentioned the possibility of dis
charging sewage and other waste effluents at 
deeper depths to eliminate contamination of the 
surface layer waters (out of sight, out of mind). 
Such methods are widely used in oceanic 
coa tal zones(21W1)(23) by using offshore sub
marine outfalls placed at the ocean floor at some 
distance say 1·2 km from the shore. The under
lying idea is to trap the effluents below the 

- pycnocline and further mixing, dispersion and 
transport is controlled by the hypolimnion 
currents and their turbulent eddies. Such sub· 
marine outfalls are successfully in operatjon at 
several places (for example, Santa Monica, San 
Diego). In the Laurentian Great Lakes, however, 
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these methods may not be practicable due to 
fceq uent upwelling aod downwelling of coastal 
waters. With the discharge below the thermo~ 
cline, tbe emuents most probably are trapped 
below the thermocline, in the hypolimnion. 
The transport and dispersion processes are 
considerably weaker in the hypolimnion 
compared to the epilimnion(13)(i)(24). With 
the possibility of occasional upwellings and 
shoreward transport, very high concentrations 
may be brought to the surface close to the 
coastal zone. Doubtless such conditions are 
unfavourable for waste disposal in the coastal 
zone, altbough there is a good possibility of 
disper jng effluents effectively due to intense 
vertical mixing usually associated with upwell
ings and downwellings. Just how frequently 
such shoreward transport and upwellings occur 
in ddferent locations of the coastal zones and 
whether indeed such mixing is adequate under 
such conditions can only be assessed from 
detailed site specific climatological investiga
tions of the type discussed earlier. 
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L(].rge-Scale Dumping Operatio1ls: To keep 
navigable channels open, dredging operation is 
a practical necessity. This is usually a large
scale operation involving several hundred tons 
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of dredge spoil and the efficient and safe 
disposal is a challenging practical problem. A 
frequently used method (among others, for 
example land disposal) is the large-scale dump
ing of dredged materials at some distance 
offshore. The transport and dispersion of dredge 
spoil is even more complicated due to the 
dynamic influence (negative buoyancy) on the 
receiving waters. While continuing studies to 
understand these phenomenon goes on, there is 
an urgent need for some efficient and safe 
disposal methods of these large-scale wastes. 
From our classification of coastal flow regimes, 
it is obvious, such large-scale dumping should 
take place during periods of current reversals 
for most efficient dispersal and offshore transport 
or at worst during periods of strong shore
parallel currents. 1n any 'case, there should be 
an embargo on large-scale dumping operations 
of any kind during stagnant or weak currents. 

We have considered only some specific examples, 
which have direct bearing on waste management con
cepts in the coastal zones of Laurentian Great Lakes. 
There are a host of other problems which are equally 
important; for example, shore erosion and sediment 
transport, installation of coastal structu res of various 
kinds including the possibility of offshore nuclear power 
plants, and man-made modifications of the coastal zone 
for land reclamation and recreation. It is clear that 
solutions to problems of this type will only be possrble 
from a thorough understanding of the coastal processes. 

7. Conclusions 

We believe that there are three interrelated objectives 
to be met before one can develop long-term concepts 
for management and conservation of the coastal zone 
environment, not only in the Laurentian Great Lakes, 
but in the world oceans. First, the complexities of the 
coastal zone environment must be reckoned with in the 
use of coastal water resources. Secondly, there is a need 
for ongoing research to understand tbe various mani
festations of the coastal processes, if realistic predictions 
in the coastal zone are to become possible. Finally, 
practicing engineers, planners, aod above all, tbe 
managers must begin to apply judiciously the vast 
amounts of results already available on coastal pro
cesses for the solution of practical problems. 
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This paper gives an account of a year's study carried out 011 a small parI of Kainji 
Lake which lacks an outlet. Earlier works On the mix ing pattern of till' lakr orl' 
discussed. The factors studied such as temperature, pH, dissolved oxygen, dissolved 
hydrogen sulphide, and conductivity, including the methods of study are outlined. The 
results of this study elucidate the patt rn of annual variation in surface templ'ralure and 
stratification inc/uding vertical mix ing. The anllual vertical changes in pH. disso{l'ed 
oxygen, and conductivity are also noted. The dissolved hydrogen sulphide ill the 
hypolimnion during the early part of thermal and oxygen stratifi cation arc noted. This 
is followed by a discussion on the subject and the possiblc effect.\' of stratification 
especially on this part of the lake, and Oft tlte Kainji Lak. e as a whole. It is cOllcluded 
that the adverse effects of the long period of s tratification ill this small part of tile lake 
may be negligible on the lake as a whole. . 

Introduction 

Limnological studies of the Kainji Lake started in 
1969. One aspect of the Limnological factors being 
studied is stratification and circulation(6), used 
temperature-depth profile in his study and showed that 
stations located along the track of the old river in Kainji 
Lake Showed an essential type of monomictic condition 
in which an extended period of partial mixing with 
complete withdrawal of the hypolimnion started in May 
and ended with thorough mixing and cooling at the 
onset of the dry season prior to the beginning of 
stratification in February(8), used deuterium in studying 
the mixing pattern in the Jake. He concluded that for 
most part of the year the lake is well mixed but 
pronounced stratification was observed at the end of the 
black flood. This conclusion is similar to those of 
Ref. (5), because the sampling stations were located along 
the longitudinal axis of the old river in both studies. 
Adeniji, in his study of some aspects of the Limnology 
and the Fishery development of the lake showed that 
apart from the stratification and mixing conditions 
observed in the lake by Refs . (5) & (8). there was 
another type in which no significant stratification was 
observed tbroughout an annual cycle. This was 

observed in shallow area& whcre the lakc waler was 
more or less vertically mixed all the year round. 

In the course of studying the Limnology of this lu(..c 
it was observed that the west channel of the old river 
near the dam site did not have any outlet. The 
initiative was, therefore, taken in 1971 to study thi part 
of the lake and ob erve the type of stratificat ion and 
mixing conditions that were preva lenl there . This 
paper is written on the resu lt s obtained from this st udy. 

The Sitc Studicd 

The general description of Kainji Lake has been given 
by many authors such a~ Refs. (I), (3), (4) and (7). A 
map of the lake is shown in Figure I with the point of 
sampling marked ' A '. 

The site studied is located on the old river channel 
on the west side of the submerged Kainji Island. 
Figure 2. It is the deepest part of Kainji Lake with a 
depth of about 60 m at high water-level. At low water
level the depth drops to about 50 m . This west channel 
of the old river ba no outlet from the lake contrary to 
the east channel which ha the spillway o utlets located 
directly on it at a depth of 15 m at high water-level. The 
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other outlets from the lake are those that pass through 
the turbines in the power house. The e are located at 
points above the submerged Kainji Island at a depth of 
30 m during rugh water-level. The surface area of this 
west channel at high water-level is about 0.6 sq km and 
the gross volume is about 0.007 cu km. The slope of 
this channel is very steep and the bottom is muddy with 
dark-greyish appearance. 

Method 

The site studied was sampled from station A on 
Figure 2 at five weeks' interval for a period of one year, 
October 1971 to October 1972. In March and April 
when stratification had set in, the station was sampled 
at two weeks' interval in order to observe the rate at 
which dissolved hydrogen sulphide was accumulating in 
the hypolimnion. The parameters studied were: 
temperature, pH, dissolved oxygen, dissolved hydrogen 
sulphide, and conductivity. 
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FIGURE 2 : Map of Kainjl Lake ncar the dam site showing 
sampling station A. 

Temperature 

The surface water temperature of the lake was 
measured by using a standard thermometer, but the 
temperature profile from the surface to the bottom was 
recorded by using a bathythermograph. This instrument 
was checked for the variation between its reading and 
that of a standard thermometer at the beginning of 
every sampling trip. Tbese differences were taken into 
consideration in estimating the temperature at each 
depth. 

pH 

The pH of the lake water was estimated by using a 
Lovibond comparator. 

Dissolved Oxygen 

The azide modification of the Winkler method was 
used in estimating the dissolved oxygen concentration of 
the lake water. 

Dissolved Hydrogen Sulphide 

This was estimated by using the lead acetate method 
for sulphide estimation as described in Ref. (2). 

Conductivity 

This was determined by using a Hach conductivity 
meter designed for field use. The meter was checked at 
regular intervals against a standard solution. 

Water Samples 
Water samples for the estimation of the above 

parameters were taken with a Van Dohn water sampler 
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from depths of 0.5 m, 5 m, and at 5 metres' intervals 
from the sampling point at each sampling trip. Water 
samples were, however, taken at shorter interval for the 
estimation of these parameters when the needs arose. 

Result 

Temperature 

It was observed from Figure 3 that the surface water 
temperature of the lake at the point of sampling dropped 
from October to January but increased from February 
to April. It then dropped again until eptember followed 
by a slight increase in October. The change in the 
surface water temperature observed here are directly 
related to the seasonal changes in the year. Figure 3. 

Figure 4 shows that thermal stratification wa stable 
at this station from March until early December but by 
late December to the end of January the lake was 
homothermal. It also shows that a distinct thermocline 
was observed between 7 m and 21 m in April but this 
thermocline dropped to a depth of between 24 m and 
27 m in June. The thermocline continued to drop very 
slowly thereafter reaching a depth of 37 m to 45 m by 
early December, just before homothermy set in. Thi 
drop in the thermocline layer resulted in an increa e 
in the epilimniallayer and a decrease in the hypolimnial 
layer. 

pH 

Figure 5 shows that the urface water wa h ving a 
pH which was near neutral in October but by De mher 
when there was vertical mixing the fill wa neutral. 
From late January the pH incren ed to 7.6 nnd wa at 
this level until late April when it started t rail. reach. 
ingalowervalue f7.1 by late July. ttthen In rell'ed 
to ~bout 7.4 in eptemb ... r befor it tarted to dr p 
agatO. 

Figure 5 I 0 showed that tbe pH of the lake water 
followed tne tratifictlti n ~\nd mixing pattern that 
was noticed fr m tbe temp raturc profil The plf 6.8 
isopleth possibly indicated th junction of the hypo
limnion and the thermocline. This isopleth also 
dropped with the drop of the thermocli ne 8 . thermal 
stratification continued. The lowe. t pIT re ordcd in the 
hypolimnion was 6.4. 

Dissolved Ox)gen 

Figure 6 snows the dis olved oxygen profile f r the 
sampling station on the lake. Thc dissolved oxygen 
concentration was at ils highest (10.2 mg/lit) near the 
urface in January towards the end f vertical mixing. 

but started to drop from March until October to a 
concentration of 6.9 mg/ lit . It increa ed a hit in Novem
ber to 11 concentration of 8.0 mgllit hef'ore dropping 

Cool dry seoson Hot dry season Wet seoson 

4> 
I... 
j 

30'0 

'029·0 I... 
Q) 
Q. 

E 
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28·0 

May Jun. Jut. Aug 
-----+~----------------1972----------------------

FIGURE 3 : Surface temperature in 0 at sampling station A. 
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FIGURE 4 : Temperature lsopleths in "C and lake level fluctua
tion (upper line) in metres above mean sea level at 
ampJlng station A. 

---011 I 
Oct NOY O.c "'01\ F'b ~O" 

FIGURE 5 : pH Isopleths and lake level fluctuation (upper line) 
in metres above mean sea level at sampling 
station A. 

to its lowest value of 4.8 mg/lit in December at the 
beginning of vertical mixing. Figure 6 also confirms 
that there is dissolved oxygen stratification at this 
sampling station from March until early December. The 
deoxygenation isopleth which represents the top limit 
of the hypolimnion also dropped with the lowering of 
the thermocline during stratification. Homothermal 

FIGURE 6 : Dissohed oxygen isopleths in mg/llt and lake level 
fluctuation (upper line) in metres above mean sea 
level at sampling station A. 

condition which was observed in Figure 2 also corres
ponded with the period (December and January) when 
oxygen was well distributed to the bottom of the Jake, 
thus destroying tho deoxygenated hypolimnion. 

Dissolved Hydrogen Sulphide 

Table I shows that the dissolved hydrogen sulphide 
concentrations that were observed at this station were 
low. The highest concentration observed in the water 
above the mud was 0.13 mg/lit, but the mud-water 
samples showed a higher concentration of 3.0 mg/lit. It 
was also noticed that the dissolved hydrogen sulphide 
concentration increased with depth in the hypolimnion 
during the early part of stratification. The concentra
tion at each depth was, however, fairly stable between 
mid March and late April. The slight increase in the 
dissolved hydrogen sulphide concentration at 50 m 
depth was noted. 

TABLE I 

Dissolved hydrogen sulphide concentration (mg/lit) in 
the deoxygenated bypollmnion of Kainji Lake. 

I 
Depth sampled 30m 40 m SO m Bottom mud 

and water 

13.3.1972 0.04 0.09 0.09 

30.3.1972 0.01 0.09 0.26 

10.4.1972 0.03 0.07 0.09 

28.4.1972 0.03 0.13 3.00 
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FIGURE 7 : Conductivity Isopleths In j.Lmho fcm and lake level 
fluctuation (upper Une) in metres above mean sea 
level at sampling station A. 

Conductivity 

The conductivity of the surface water increased 
gradually from 51 p.mhos/cm in April to 63 f.lmhos/cm 
in October before it started to fall reaching its l()west 
level of 51 f.lrnhos/cm in January, Figure 7. During 
December and January, when the lake was vertically 
mixed the conductivity of the lake water wa more or 
less uniform vertically with depth. This uniform con
centration contlOued until late February when thermal 
stratification started. By late April, the stratification in 
the conductivity of the lake water was clearly defined 
with concentrations of 50, 55, and 60 f.lmhos/cm in tbe 
epilimnion. thermocline, and hypolimnion respeclively. 
As thermal stratification continued, a gradual increase 
in the conductivity of the hypolimnial water was 
noticed. This increased to about 135 J.4mho~/cm in late 
October. This concentration is about two times greater 
than the conductivity of the surface water at that time. 

Discussion 

The mixing pattern observed from this part of 
Kainji Lake agrees with the definition given in Ref. (6) 
for warm monol1lictic lakes wbich circulate only in 
winter above 4°C. Though winter season is not peculiar 
to tropical area'>, it is noted that the vertical mixing in 
this part of Kainji Lake occurs only during the time 
that the temperature of the lake was at its lowest and 
simultaneously during the cool dry season of the year. 

The long period (about ten months) of thermal 
stratification at this station is likely to lock up certain 
nutrients and dissolved substances in the hypolimnion 
during that period. This may be the result of the high 
conductivity measurements that were observed in the 

hypolimnion from ugu t to 0 cember just before the 
vertical mixing. 

It h been h wn in Ref. ( I) that the d genated 
hypolimni n restrict the distribution of fi~h and z _ 
plankton in thi lake. This may al 0 be true f r this 
part of the lake e pecially during the tcn month ' when 
the hyp limnion of this area i deox gennted. This 
a pect and that of the cITe t of the high cI'ndu tivily in 
the hypolimnion arc: subject for future , tudlc . 

The warm monomictic condilion Which i peculiar 
to th~s. part of the lake now brings the type. of mixing 
conditions that have been observed in thi luke t three. 
The other tw are the uncertain type f monomi tic 
conditi n observed in fairly de p parts of the lake by 
Refs. (I) & (5). and the othor t the p )Ivmicti 
condition which wa observed in the Shallow area of 
the lake by Ref. (I). 

Conclu ion 

The type of stratification and mixing conditions 
ob erved in this part of Kainji Luke was shown and 
di cussed. The mixing pattcrn here is definitoly warm 
monomictic. Since the part of the lak:: uffected by the 
long period of stratification and deoxygenation is small, 
it is believed that any adverse factor from this part of 
the lake will have a negligible impucl on the lake as n 
whole. 
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Urban Development with Environmental Protection 

Introduction 

WALTER Fox 
Forester 

U.S. Department of Agriculture-Fore t Sel'vice 
Atlanta, Georgia, U.S.A. 

YNOP IS 

Many metropolitan counties across the United States are experiencing rapid urban 
development- both industrial and residenrial. The structural and esthetic quali/y of 
these developments vary widely, but tlrey generally share a common denominator 
environmental degradation . What IVa once a pleasing productil'e landscape becomes 
cursed with dying trees, eroded hills, and sediment laden str oms del'oid 0/ life. 
Unchecked accelera/ed surface water runoff scours streambank s, IVa hes out roads and 
bridges, fills downstream reservoirs with sediment and causes flooding. 

Cohn Communities and Irwin/Probst Associates (DeKalb (JIII,ty, Georgia) , 
because 0/ their environmental awarenes , consulted wi/h Lowe Engineers of Atlanta, 
Georgia, and the Soil Conservation Serl'ice, U.S. Department of Agriclil/ure, to obtain 
assistance in planning runoff retention basins, sediment traps, recreation lakes and 
facilities, and vegetative measures in order to pro/eet and enhance the environment of 
the 543 acres (219.75 ha) Mainstreet Development . 

The environmental planning and construction of 'he urban Mainstreet Development 
in south-eastern United States led to theftrst and only National Merit Award presented 
to an urban land developer by the Soil Conservation Society 0/ America('). 

DeKalb County, Georgia, in south-eastern United 
States of America, receives about 50 in. (1 ,270 mm) of 
uniformly distributed precipitation annually. On a 
quantity basis, this amount of precipitation likely will be 
adequate to meet the domestic and industrial demands 
for at least the next 50 years. Water quality, however, 
leaves much to be desired. 

development is planned to include, 575 single family 
homes, 700 condominium and/or apartments, a 9-acre 
(3 .6 ha) office complex, II -acre (4.5 hn) si te for a chool, 
and the 70-acre (28.3 hal fl ood plain for fl ood damage 
resistant recreation faciliti es . 

The Soil Conservation Service of th e U.S. Depart
ment of Agriculture, at the request of the Devel per, 
prepared a map illustrating soil suitabi lity group with 
their potential. Ba~ic SC soil survey data of an earlier 
date was used to help identify soils. Based on soi l 
analy:,;is, recommendations for species of vegetation and 
feni fizer rates were se lected to obtain rapid stab tl ization 
of soil exposed during the construction process. 

The development of Jand into residential or industria l 
use cau es drasttc changes in land cover, soil conditions, 
land slopes and drainage patterns. These, coupled with 
the effects of earth moving operations too often result in 
excessive erosion and degrading of water quality. 

The Developers of Mainstreet, Cohn Communities 
and Irwin/Probst Associates decided in 1972 to i ncor
porate environmental protection in the planniog and 
development of Mainstreet. This 543 acres (219.75 ha) 

Lowe E ngineer of Atlant a, Georgia, designed runotT 
detention reservoirs which fulfil the DeKalb County 
requirements for di charges of no more than the 
undeveloped rate as based on a 10-year storm. The Soil 
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An entrance to Mainstreet ... ... 0 total way of life. Varlou bousing concepts, shopping ureas, office parks, 
leisure time facilities, and schools, all within a controlled environment where there's an emphasis on the 
natural beauty and integrity of the land"(2). 

Conservation Service assisted the Developers with 
locating and designing sediment traps in order to pre
vent on-site and off-site damage. The development of 
the 70·acre (28.3-ha) flood plain for recreation is an 
adventure in innovation since this normally unusable 
urban land is put to productive use. The scope of this 
paper is concerned with the use of the land involved and 
not with the type of architecture. even though these 
designs fit and are part of tbe environmental concept for 
Mainstreet. 

Planning Rnd Development 

The environmental awareness of the Mainstreet 
Developers stimulated the effort to provide the best 
possible project consistent with local governmental 
requirements, environmental and ecological factors, 
estheti.cs, and cost. 

The Soil Conservation Service, U.S . Department of 
Agriculture, developed soils data which identified soil 
characteristics and described the problems and limita
tions which would be associated with each soil. In 
addition, soils engineering data was developed which 
identified such factors as depth to hard rock and depth 
to seasonal high water tables. These data were used by 
engineers of the Soil Conservation Service, Lowe 

Engineers, and Mainstreet to-

-determine the limitations of areas for residential 
and commercial sites, picnic grounds, playgrounds, 
trafficways, and other recreational use. 

-locate roads, utilities and similar developments to 
conform to the most desirable soil conditions 
and topography, thus reducing installation and 
maintenance costs. 

-identify areas which present drainage, flooding and 
severe erosion problems. 

-locate suitable sites for detention and retention 
ponds and sediment traps which have native 
construction material available. 

- establish priorities for development of facilities 
based on relative costs of environmental protection. 

Mainstreet is being constructed under the local 
governmental requirement which dictates that the rate 
of runoff (based on the IO-year flood frequency) from a 
develuped tract of land does not exceed the runoff 
from the tract before it is developed. The requirement 
does permit compensatory detention, Le., one detention 
structure may detain a proportionately larger volume 
to compensate for unabated runoff from other areas. 
This allows greater flexibility in sizing and hence 
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locating each detention structure. Two detention 
structures, one on each tributary to Barbashela Creek, 
were designed to serve the development. One detenti n 
pond (Figure I, No.3) temporarily detain flood ft ws 
by controlling the outflow with two pipe which allow 
normal flows to pas unrestricted . Thi latter detent; n 
area retain all the original vegeta.tion of tree and 
shrubs, and thus stays a a part of the natural land
scape. One structure (Figure J, No. 2A) serves both 
detention and retention purposes. 

The body of water shown in Figure 2 wa de igned 
originally to be strictly a runoff detention lake 01 4.5 
acres (1.82 ha) with a depth of 4 ft (1. 2 m). The 
Developer re-designed and enlarged the structure to 
provide a to-acre (4 ha) lake with a depth of 6ft (1. 8 m). 
The lake still retains tbe required runoff detention 
control and becomes useful to Serve future develupment 
as a recreation racility ( igure 1, No. 2A). The added 
size and depth will sustain small boating and fishing u e 
as well as providing a pleasing view from adjacent 
hou ing. This lake will also I>erve to trap and store 
sediment when development beglOs. 

DeKalb County requires only temporary erosion and/ 
or sediment control. However, the Developers' planning 
and construction prOVided for many permanent cootrol 
features. One 01 these was the installation of sediment 
traps (Figure I, N o. 10). 

The small 0.25 acre \0.0 1 ba) body of water shown 
in Figure 3 Was constructed as a sediment trap (Figure 
I, No. 10 adjacent to No.5) on Barbashela Creek which 
flows from north to south. A small dam made of native 
rock, with an outil:t device, helps control high water 
flows in the creek and provides for drawdown for edi
ment removal. It is also maintained as an esthetic 
feature in the development. The upstream sediment 
trap {Figure I, No. 10) serves only to control sediment. 
Both these traps help control sediment moving down
stream Jrom other devcloping areaS out ide the Main
street portion of the wl1tershed. The sediment control 
feature of these two traps helps reduce channel scouring 
downstream. 

Access into and throughout Mainstreet is based on 
cost, soil suitability, safety and esthetics. Road 
construction such as this DJust necessarily serVe the 
facilities in an efficient manner. Figure 4 illustrates 
the access design pliociples by-

- road location which follows natural land form on 
stable soil with minimum cuts and tills and also 
provides adequate secondary access to re identlal 
developments. 

- increasing esthetic appeal with gentle curves 
through the forested terrain. 

- providing road curvature which promotes slower 
vehicle speeds. 

-establishing a vegetative cover as soon as final 
shaping is completed. 

Expo ed soi l n r ad cut and fill n well as on 
other di turbed area. i r vegetated a soon 1\ practicnl 
by. use <?f a hy?r - ceder. he per u re (0.4 hn) \ ege
tatlve mixture IS 0 lb (22. 8 kg) of Fc\cue grass 
(Fesruca £Iolior L.) and 50 lb (22. IS kg) of Rye 
gras (Lolium Percllne L.. L. Multij/arum Lam.). Based 
on . • 011 fertility analy i., 1,0 Ib (4.3.6 kg) f6-12.12 
(Nltrogen-Pho phoru -Potn . ium) lertllizer and 2.000 I 
(~07 .2 kg) of lime is added per acre (0.4 ha). 

The major water and edim 'nl contr 1 stru ture. 
were supplemented by a y tem of secondary c ntrol 
mea ' ures, one of which i · hown In igure _ . Her, a 
natural drainage was lined with rock In order to slow 
down movemenl of water from the hill upstream. 
Otherwise, the volume and velocity of wuler moving 
along the druin would degrade the channel, cau~c the 
culvert to be wa hed o ut Wilh the resulting depo~ition 
of eroded material in down lream imp ulldments. A 
heavy . traw mulch on expo ed oil adJtlcent to the drain 
holds the soil in place until the grass Cl)ver II> establiShed. 
Straw mulch, grass !>ced. and ferti lizer lire! applied to 
exposed soi l around the hou es and condominium~ as 
Soon as exterior construclion act l vilie~ arc complet d. 

Another secondary control measure b howll in the 
foreground of F igure 6. A smal l ~ed imellllrap was 
installed a t the edge of th is lake (Figure I, No. 2B) in 
a natural waterway draining an area ID Wh ich intell ive 
construction aClivities were underway. The purposc of 
this trap is to keep up~lream sediment ou t of the lake. 
Thi~ lake of 5 acres (2 11a) eX isted prior to development 
and was used as a cattle waterlOg fucility . The 
Developers then planned the lake for recreation use and 
built the Main treet Clubhouse on the sbore. Part of 
the CJubhou e can be seen in the upper left corner of 
Figure 6. The Clubhouse complex (Figure I, No.7) 
includes a SWImming pool and tennis coun s and is 
constructed to blend witb the natural land form. 
Additional recreational use of the lake includes fhhin8 
and small boating. 

Planning the proper u e of a flood plain in any 
metropolitan area is difficult at best, and th.e Darba hela 
Creek flood plain (Figure J, No. I J) IS no different. 
Past use and misuse of upstream lands caused accele
ration of erosion. This resulted in excessive deposition 
of sediment in tbe flood plain which in turn caused 
changes in vegetative cover and degrading of what was 
once a natural ecosystem. The increased water runoff, 
heavily laden with edimenl, from upstream land also 
caused stream channel changes which gradua ll y des
troyed natural drainage characterislics and created a 
swampy condition. 

In order to utilize the 70 acres (28.3 ha) Barbashela 
Creek flood plain, considerable stream channel re loca
tion (Figure 8) was required. In addition, needed 
control of accelerated overland fl ow from hillsides 
adjacent to the fl ood plain is controlled by dlver~ion 
terraces and gra c::d waterways which carry the water 
to the Creek. Uncontrolled movement of water could 
damage recreation facilities and cause erosion. Figure 7 
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FIGURE 2 : Detention and Relention Lake. 

FIGURE 3: edlment Trap and Reereolion Facility. 
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FIGURE 4 : Completed Road Construction. 

FIGURE 5 : Water Control Installation. 
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FIGURE 6 : Recreation Lake. 

FIGURE 7 : Flood Plaln Water Management. 
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shows a terrace constructed to divert hillside overland 
w~ter flow around th~ basketball court and playground 
(Figure 1, No.5) which are in the flood plain. 

.Barbashela Creek relocation through the flood 
plain was done with the objective of keeping as much 
of the . natural channel as possible with its existing 
yegetatlon and curvature. Grade changes were avoided 
10 order not to increase flow velocities by constructing 
cu~ve~ where necessary. Figure 8 shows a section of 
artlficl~l. and natural channel. Rock rip-rap was used 
to stabilize stream banks wherever soil was exposed. 

Extensive ~Iling and grading was required to make 
the flood plain usable for recreation. Existing trees 
were left insofar as possible to enhance esthetics and 
to provide needed shade where desirable. The picnic 
area shown in Figure 8 well illustrates flood plain use. 
Also shown in Figure 8 is an individual walking on one 
of several asphalt paved trails which are in the flood 
plain. The.se trails are useful as bicycle, hiking and 
nature . tratls. Other recreation features (Figure 1, 
No.4) In the flood plain include fields for football, 
baseball, soccer and rugby. Space is available for 
additional recreation facilities. All the recreation 
facilities in the flood plain can withstand flood flows 
since the only damages would be the cost of sediment 
removal from tables. trails and other artificially covered 
surfaces. 

Intensive urban development can severely deplete an 
area. of its natural values including topsoil, vegetation 
and land form. The single family dwelling shown in 
Figure 9 is typical of the total environmental considera
tion given each lot by the Developer: 

- The dwelling is constructed to fit the land form 
thereby reducing sojl expo ure. 

-Trees are left for shade which reduces dwelling 
heating costs; for holding soil in place; for 
retaining esthetic values; and for screening to 
reduce noise levels. 

-A retaining wall of wood is used to maintain a 
more stable slope when final grading dictates slope 
changes. 

-Native rock is used as landscaping material. 

- A grass cover is promptly developed by using 
proper species, fertilizer and mulch. 

The planning and development of Mainstreet is 
directly related to protecting and enhancing mao's 
environment, both on-site and downstream. If the 
specific erosion control and sediment trapping measures 
taken by the Developers in addition to sediment storage 
in the detention structures had not been provided, off
site sediment movement would be increased by 600-700 
percent. 

This section fully describes the planning and con
truction schemes which led to the first and only (through 

]975) National Merit Award presented to an urban land 
devel<~per by. the Soi! Conservation Society of America
a pnvate mternatlonal organization dedicated to 
"advance the science and art of good land use(1)." 

The n~xt section discusses the problems that develop 
when environmental protection is ignored. 

The Need for Planning 

. Comprehensive planning and management of urban 
soil and water resources are essential to ilie enhancement 
of the quality of the urban environment and the health 
of the Nation. The urbanite is dependent on these 
resources .to provide adequate, attractive, and satisfying 
places to hve, work, and play. 

The unplanned, erratic, and irresponsible develop
ment of urban areas creates complex and difficult 
problems for the developer, adjacent and downstream 
landowners, urban authorities, utility companies, and 
others. These problems manifest themselves as erosion 
sedim~ntation, sediment pollution, and flooding which 
re~~l~ 10 damage to homes, commercial buildings, roads, 
uttlltJes, streams, lakes and other improvements(3). 

More specifically, environmental off-site damage from 
urban erosion causes : 

Sediment on Streets and Highways 

-creates dangerous traffic conditions (wet or dry). 

- increases air pollutants (dust) and reduces visibility. 

- plugs culverts. 

-smothers roadside vegetation. 

-increases water pollution by introducing solids, 
nutrients and pathogenic organisms when washed 
into storm sewers. 

- reduces visibility. 

Sediment in Navigation Channels 

-blockS ship movement. 

Sediment in Reservoirs 

-reduces reservoir water holding capacity. 

-smothers aquatic habitat. 
-reduces light penetration which decreases the 

amount of desirable aquatic food production. 

-reduces fish populations. 

-restricts recreation use. 

-harms esthetics. 
-nutrients accompanying sediment accelerates 

eutrophicatjon. 
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FIG RE 8: Flood Plain U e and hannel Relocation . 

FIGURE 9 : Single Family Dwelling. 
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Sediment in Water Supplies 

-increases treatment costs for flocculation, filtration 
and chlorination (human use) . 

- increases treatment costs for animal consumption . 

-clogs intake pipes. 

Sediment in Stream Channels 

- smothers strealpside vegetation from flood deposi-
tion. 

- smothers aquatic habitat. 

- reduces fish population . 

-erodes streambanks. 

-smothers aquatic habitat when transported to tidal 
water or estuaries. 

-harms esthetics. 

- promotes channel erosion in some instances and 
channel deposition in others. 

- increases flood frequency. 

Environmental on-site damage from urban erosion 
cauSeS : 

Esthetic Deterioration 

- A well vegetated landscape provides a beautiful 
contrast as compared to tbe ugliness of a barren 
eroding landscape . 

Productivity Loss 

- Erosion depletes soil productivity by removing tbe 
most productive part of the soil (a chemical com
position study of a soil similar to that in DeKalb 
County showed concentrations of organic matter 
and nitrogen nine times as great as the sub-soil; 
phosphoru seven times as great ; calcium twenty
nine; potassium four times ; and magnesium the 
same). 

Hydrologic Disturbance 

-The erosion process seals tbe larger soil voids, thus 
decreasing infiltration and permeability. This 
results in increased surface runoff and reduced 
percolation to recharge ground water. 

Structural Damage 

-Gully erosion can weaken and collap3" wa Iks , 
roads and walls. 

The first step toward avoiding these problem ' is 
judicious land use planning whicb ac;sesses the .infiueJ?ce 
of all resources and environmental factors, IOcludlDg 
those pertaining to soils, geology, hydrology, recreation, 
residential and commercial amenity values and trans
portation route needs. 

"The need for action in these areas is urgent." This 
statement was made by the Presiden t of the U oited 
States on 20 January 1972 as part of his State of the 
Union address (Protecting the Environment). Emphasis 
by tbe President on trus phase of the environment 
stimulated many local governments and organizations 
to take tbe planning steps which lead toward a better 
way of life for urbanites. 

Conclusion 

The development of Mainstreet, as a total way of 
life for urbanites, was brought about by the environ
mental consciousness of Cohn Communities and Irwin/ 
Probst Associates. These Developers obtained profes
sional advice early in the project planning stage in 
order to protect and enhance the environment of the 
543 acres (219.75 ha) development. 

Planning and construction met local governmental 
requirements for runoff detention, and, in addition , 
provided water retention for recreation. Development 
of the deteriorated flood plain for recreation re-estab
lished a more natural water movement regime in 
addition to making unusable land productive. The 
development scheme was based on soil capability and 
utilized natural land forms and drainage features. 
Erosion control to protect on and off-site ecological 
values led to intensive soil stabilization measures follow
ing soil disturbance. Sediment traps were designed to 
protect downstream facilities and eco ystems. Use of 
native construction material enhanced the esthetic 
values. 

Mainstreet is recognized throughout the United 
States for high quality environmental planning and con
struction. They lead the way and provide an example 
for other urban land developers around the world . 
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YNOP IS 

The paper is a .f)JIlopsis 0/ the mathematical model and data acquisition system 
which have been the framework 0/ the theoretical and experimental research conducted 
during the period January 1971- December 1974 in the scope 0/ tire Be/gian National 
Program on the Environment sponsored by the Ministry lor Science Policy. 

Examples 0/ exploitation 0/ the model are given with particular cmplrasil' on tide 
and storm surge simulation, determinatioll of residua! currents. dispersion of pollutants 
and simulation of ecosystems dynamics. 

] . Demarcation or the System 

Support 

The support of the model is the Southern Bight of 
the North Sea and the Scheidt Estuary. 

The hydrodynamical part of the model is ex.tended 
to the whole North Sea whenever neces ary to provide 
appropriate Northern boundary conditions for the 
Southern Bight. 

Scope 

The primary objective of the model is the study of 
the space and time characteristics of water motion, sur
face elevation, temperature, salinity, turbidity, ox.ygen, 
nutrients, trace metals, chlorinated hydrocarbons and 
living species. * 
Reduction of Scope-Compartments 

Attention is restricted to the most important 

• Petroleum products are examined in a separate program. 
•• Mass per unit volume. 

compartments : 

(i) dissolved substances. 

(ii) suspensions, 

(iii) plankton- phytoplankton, zooplankton , 

(iv) fish - pelagic, benthic, 

(v) shellfish and molluscs. 

(vi) bottom sediments, 

(vii) macro- and meio-benthos, 

(viii) bacteria- faecal, marine heterotrophic, benthic. 

The state variables include the specific mass" of 
each compartment and the aggregate concentratiOn!> of 
the selected chemicals in compartments (i) to (vi) , 

Selected nutrients : P , N , Si. 

Selected heavy metals : Zn, Cd, Ph, Cu, Fe , Mn , Mg, 

467 
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Selected chlorinated hydrocarbons: pp' DDT, DDD, 
DDE, aldrine, dialdrine, endrine, lindrane, heptachlore, 
epoxid heptachlore, PCB. 

The specific masses of compartments (i) and (ii) may 
be called "salinity" and "turbidity" respectively ; 
the distinction between salinity and turbidity being. in 
a sense, arbitrary as the experimentalist will call dissolved 
everything which goes through a filter of pre-decided 
fineness. This must be borne in mind also while inter
preting the budgets of nutrients and pollutants in the 
two ( ompartments. 

Reduction of Support- Space Averaging 

All over the support except in the Scheidt Estuary 
the turbulent mixing ensures a uniform density. 

While separate three-dimensional and combined 
depth-averaged and width-averaged two-dimen ional 
models are being developed for the ScheIdt Estuary, the 
model for the Southern Bight is further simplified by 
assuming constant mass density and considering only 
average properties over the total depth. 

The mechanical variables are then reduced to the two 
horizontal components of the depth-averaged velocity 
vector and the surface elevation. 

For the study of specific chemical and ecological 
interactions, the support may be divided in a limited 
number of boxes where simiJar conditions prevail. Tn a 
first approach, one may study the dynamiCS of the 
aggregate properties of the bol' obtained by further 
integrating (averaging) over the horizontal dimensions 
of the box. Box models of this sort have been deve
loped and tested against the experimental observations 
made in the Ostend "Bassin de chasse", a closed sea 
basin at the coast which has been extensively studied 
in the past. 

2. State Variables and Control Parameters 

The state variables are defined by the scope of the 
system as stated above. 

As a result of turbulence and other erratic or rapidly 
oscillating motions of the sea, each variable shows fluc
tuations around a mean value. Only these mean values 
are significant for the model. 

The evolution equations are written for the mean 
variables and only the general effect of the fluctuations 
(through non-linear terms in the basic equations) is 
taken into account. 

The mean variable, i.e., the smooth running func
tions of space and time, obtained by filtering out the 
fluctuations are denoted by special symbols. A bar over 
the symbol indicates the average over depth of the 
mean variable. 

In addition to the mechanical variables and tempera
ture, tbe other staLe variables represent essentially 

specific masses or concentrations. (The specific biomass 
of phytoplankton, the specific mass of copper in solution, 
suspension or plankton, etc.). These "concentration" 
variables are noted p .. (smooth running part r .. ). For 
convenience p .. (r IX) will be referred to as the specific 
mass of "constituent Ct " ; the word constituent being used 
in a conventional sense as it may denote a whole 
aggregate (aU dissolved substances ... ) or the aggregate 
content of a compartment in a specific chemical (con
centration of mercury in pelagic fish .. . ). 

The mean (smooth running) variables are noted as 
follows: 

Depth-averaged 

Velocity vector u u 
(three-dimensional) (two-dimensional) 

Flow rate vector U = H u 
Surface elevation ~ 

Total height of water H = h+~ 
(where, h is the depth) 

Temperature 

Specific mass of Ct 

() 

'IX 

10 addition to the state variable's, different kinds of 
parameters appear inevitably in the mathematical descrip
tion of the system. These may be called control 
parameters as they influence the evolution of the system 
(hence appear in the evolution equations) but are not 
predicted by the model itself (no specific e.volution equa
tion is written for them). 

The chemical reaction rates may be regarded as 
control parameters hopefully determined by chemical 
kinetics, i.e., by laboratory experiments or by some 
fundamental molecular theory conducted in parallel with 
the model but not part of it. 

The dynamics of translocations·(transfer of a chemical 
element from OIle compartment to' another) must be 
given appropriate mathematical form. This cannot be 
done in general without introducing several control 
parameters the value of which can only be ascertained 
experimentally. 

To ascertain the value of the control parameters and 
determine the laws of interactioo, complementary 
variables are measured or calculated. These include, for 
instance, transparency of water, primary production, 
diversity and stability index~s, antibiotic effects, etc. 

3. Evolution Equations 

The assumption of uniform sea water density which 
is justified by experiment (apart from the ScheIdt Estuary 
where slightly different models are being developed) 
allows a decoupling between the mechanical variables and 
the others. The hydrodynamic equations can be solved 
independently of the other evolution equations and the 
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values of the flow velocity determined by the former 
substituted in the latter which in turn can be solved 
knowing the interactions between the constituents. 

The hydrodynamic models which one can develop in 
this way differ whether one is interested in un teady sea 
motions produced by tides and torm surges or in the 
residual-"steady"- circulation which results from the 
average of the actual flow over a time sufficiently long to 
cancel out tidal oscillation and transitory wind current . 

The evolution equation for the state variables ret are 
coupled through the terms expressing the interactions of 
the constituent 01 with other constituent ~,y, ... . They 
also depend on the water motion determined by the 
hydrodynamic models. 

In a first approach, it is rewarding to separate the 
two effects and study first the dispersion (by currents, 
sedimentation and turbulence) of a "pass ive" constituent, 
i.e. , one which does not have ignificant interactions with 
others . Then, to investigate the interactions (e.g., the 
path of a pollutant in the food chain), one can develop 
box models concerned with mean concentrations over 
some reasonably homogeneous regions of space. Box 
models are not affected by the detailed hydrodynamic. 
of the sea, only its effects on inputs and outputs at the 
box's frontiers remain to be known . 

Although passive dispersion models can only give 
conservative estimates of the distribution of chemicals 
and species in the sea and box models can only give an 
average knowledge of the interactions, they provide 
nevertheless a first valuable insight into the mechanisms 
of the marine system. 

Of course, the model can combine disl?er ion and 
interactions and provide the detailed predIction of the 
state of the system_at all points and time. 

However, the gigantic amount of computer work 
which is required to solve large systems of coupled 
partial differential equation commends that the full 
scale simulation be restricted to dramatic cases where 
estimates are insufficient or to pecial problems (like the 
dumpings) where, in the area of interest, only a limited 
number of constituents are involved in a significant way . 

The general dispersion-interaction model is described 
in (1) and subsequent papers (2). Different simplified 
forms of this model, pertinent to special studies, are 
given in the following and illustrated by examples of 
application . 

4. Tide and Storm Surges Model 

(i) State Variables 

Mean depth-averaged horizontal velocity vector ii 

Water height H 

(The surface elevation ~ is given by H = h + ~ where, 
h is the water depth) . 

(ii) External Forces per Unit Ma. of of S a Water 

Tide-generatjng force 

Gradient of almo pheric pre sure 

Wind str s or, 

Relation of wind tre to wind vel city I' 

at the reference height C 
I' I! I'll 

II - -

(iii) Evolulion Eqllations 

aH + \7 . (H Ii) = 0 at -
au 
at +~. \7~+f!.a f'11~ = ~- \7(P; +gc) 

D 
+a V 2~ - H ~ II ~ II + H : II ~ II 

where, the e1 and e2 axes are horizon tal. the (' tt-uxi~ 

vertical and where ,-

(il') Control Parameters 

f 

p 

a 

D 

C 

h 

Coriolis parameter (twice the vertical 
component of the angular velocity of the 
earth) 

specific mase of the sea water 

horizontal effective viscosi ty 

bottom friction coelTIcient 

atmospheric drag coefficient 

depth. 

(I') Interpretation of the Evo/ution Equatioll.\" 

The time variation of the velocity vector Ii I ~ the 

result of : 

y 

advection u . \7 ii 

rotation f ~a f'1 ii produced by the ori
olis effect In axes fixed on the rotating 
earth 

mixing by shear effect and turbulence 
a \7 2u 

friction on the bottom - ~ B II q II 
acceleration by agents of three different 
types 
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t.1 the wind stress on the sea surface 
C 
H ~ \I ~ II related to the wind velocity 

! at some reference height 

t.2 : the gradient of the atmospheric pressure 
and of the surface elevation 

£.3 the external force~. The type of external 
force one has in mind here is essentially 
the tide-generating force which is generally 
assumed to derive from a potential. 
(i.e., \l A ~ = 0). ~ can then be com-
bined with- the pre;sure and surface 
elevation gradients. 

s. Model of Residual Circulation 

(i) State Variables 

Stream function !Ji 

The two components of the residual flow rate vector 

Uo are given by 

o!Ji 
UIl' :I = -----;-- . 

VXl 

(ii) External Forces per Unit Mass of Sea Water 

Residual stress 8 

~ = (:$)0+(:')0 

where, (::')0 is the residual wind stress and (::')0 the 
residual tidal stressr) 

(::')0 = -[g~1 \l ~1+\l . (H- l q-.0lo 
where, ~l denotes the surface elevation produced by 
tides and transitory wind forces. 

(iii) Steady State Residual Equation 

K \l21j1_ 0~ (I ah + ~ 1!!.. ) 
aXl ax, II OXl 

+ oljl(f ah -~~) 
ox! OXl h aX2 

ah ah = II (.o)a+ - 61- - 8. ax. ax) 
where 0) and 0. are the two horizontal components of 
~ and where, (.0)3 .is the vertical component of \l A~. 

(iv) Control Parameters 

K bottom friction coefficient for residual 
flow 

f Coriolis parameter 

h depth. 

(v) Interpretation of the Residual Circulation Equation 

The space distribution of the stream function ~ is the 
result of 

"( 

combination of bottom slope and 
Coriolis effects 

f ( aljl ah Cl lji ah ) 
ClX2 aX1 - aXl ax, 

combination of bottom slope and bottom 
friction effects 

2K(Cl IjI ah + a~ all) 
-T a XI ax; ax, ax, 

combination of bottom slope and resi
dual stress effects 

e ah _ e ah 
1 OX2 2 a Xl 

residual stress forcing h (.0)8. 

6. Passive Dispersion Models 

(i) State Variables 

Depth-averaged concentration of any passive 
constituent IX or depth-averaged temperature c 
(c = ,« or c = 6) 

Depth-averaged horizontal velocity vector Ii 
(given by separate hydrodynamic model) 

Water height H 
(given by separate hydrodynamic model) 

(ii) Inputs-Outputs 

Total input in a water column of unit base HA 
(including volume sources, surface and 
bottom fluxes . If these result in a net 
output, A is negative). 

(iii) Evolution Equation(3) 

ac - (Ha - ) - + Ii. \l c + H-l\l. Y2 _._8_ c Ii at - u -

= l\ + H- l \l. [ "(I ~t ~(~. \l c) ] + 'V. K \l c 

(iv) Control Parameters 

(78 : migration (sedimentation or ascension) 
velocity as = 0 for temperature and 
neutrally buoyant constituents 

i< : horizontal eddy diffusivity 

"(1,"(.: shear effects coefficients(2)(,)(4)(Ii). 
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(v) Interpretation of the Evolution Equation 

The evolution in time of the depth-averaged variable 
C is the result of 

" : advection by the depth-averaged velocity 

y 

u. 'Vc 
hear effect correction to the advection 

taking into account that, a a result of 
migration, the maximum of c may occur 
in a region of the water column where 
the actual horizontal velocity is igni
ficantly different from U(2)(3) 

( 
Ha -- ) H-l \1. Y2 U 3 C ~ 

shear effect di persion(2)(8)(,)(5) 

[ 
H2 - ] H - l \1. Yl ----;;- ii(ii. \1 c) u _ _ 

turbulent dispersion \l. K \1 C 
: external input (or outputs) 1\ 

7. Nicbe Interactions Model 

(i) State Variables 

A verages over the whole niche's space of 
all interacting chemical and ecological 
state variables r(1. or e Set 

(ii) Inputs-Outputs 

Total input (output if negative) in the 
niche (including volume sources and fluxes 
or flows in and out of the niche at the 
boundaries) Sa. 

(iii) Evolution Equations 

ds(1. 
"7ii = Sa. + fa. (I, ,fl' S2'"'' s,,) 

Ia. represents the rate of production (or destruction) 
of Sa. by chemical, biochemical or ecological interactions. 
In general f(1. is a function of time and all interacting 
variables s~. fa. depends on the particular interactions 
involved. In many cases, it can be simply approxi
mated by combinations (in sums and products) of 
simple laws such that 

(a) ka. (constant) 

(b) ka. fj s(3 (linear) 

(c) ka. ~'Y s~ s.., (bilinear) 

(d) kl Sa. - kg s2a. (logistic) 

(e) k sfj 
1 k, + s~ (Michaeles-Mentem-Monod) 

where, the ka. , ka. fj, k(1.~'" are functions of time and 
control parameters. 

(iv) Control Parameter 

Several control parameters influence the intera ti n 
laws and appear in parti ular in the e pr i n of the 
coefficient ' kll., k~ ,-.. In orne cn es. it is impler t 
consider these c efficient n re lilting c ntrol para
meters to be determined experimentally. 

(II) Interpretation of tlte Evolution Equation 

The niche-averaged value of the state variable, ra. or 
e changes in time a ' a result of 

input or outputs 10 or ut of th 
niche 

~ chemical, biochemical or ecological 
interactions. 

8. Examples of Applications 

8.1 Tides and Storm Surges Modi'l 

I", 

The current regime in the North ea is mostly tida l. 
The most important parlial tide i the lunur semi-diu rnal 
tide. Coastal tidal data are well-known and come fr m 
the Table des Con tantes Harmoniques de Monaco . 

Current and sea elevations are not purely harmoni
cal function of time due to non-linear term in the 
equations of motion. These non-linearities uppear in 
shallow area; the Belgian, Dutch. German, I anish 
coast are characterized by shallow waters. I n order to 
compare the amplitude and phase of the M2 tide at 
coastal tations a Fourier analysis of the sea level i 
carried out. The comparison between ob,erved and 
calculated amplitudes and phases is given ( igure I) 
for coastal stations. The agreement is fairly good ; 
most of the points ure distributed near the ideal line at 
45 degrees. Some discrepancies appear along the British 
coast for the amplitude due to very sharp depth varia
tions. Near Lowestoft (Suffolk) some differences e",ist 
for the phase of the tide because thi. region is submitted 
to the influences of the North Atlantic and Dover 
Strait tidal forces. A slight error in the estimation of 
sea levels along open sea boundaries str ngly modifies 
the phase of the tide in these regions. The approxi
mation of the coast-line by a rectangular grid introduces 
also errors: the wave phase is thus very ensi tive to the 
position of the numerical grid. 

Figures 2 & 3 show the cotidal and corange lines(8) . 
The agreement is satisfactory. Due to the small number 
and low quality of sea level measurements in the inner 
part of the North Sea one can assume that our model 
gives better results than those provided by Proud man 
and Doodson(1). 

Tidal currents measured and calculated are also 
compared ; the agreement is good. 

8.2 Residual Circulation Model 

The general circulation in oceans is mostly wind
driven. One can explain with such a theory the existence 
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of tbe well-known currents (Gulf Stream, Equatorial, 
Counter equatorial currents, etc.). The long-term 
circulation in the North Sea is influenced by the North 
Atlantic current which enters the North Sea through 
the Straits of Dover and through the Channel between 
the Orcades and Shetland Isles. The influence of the 
Baltic sea is weak but provides water with a low content 
of alt «34%0)' From oceanographic measurements 
(T, S, 0 2) it is possible to determine the general distribu
tion of the different water masses(8)(U) (see Figure 4). 

In winter the North Sea water has no haline and no 
thermal stratifications except in the Norwegian Channel 
and near the coast line. The barotropic model can be 
used. In summer the haline stratification remains weak 
but a thermal stratification exists in the northern and 
central part of the basin. The barotropic model may 
give approximate results during that period of time. 

Figure 5 sbows tbe residual circulation calculated 
without explicitly introducing the tidal tress. The 
wide stream coming from the North Channel flows 
dowo tbe British coast as far as East Anglia . The 
intensity of the stream is decreasing southerly ; there is 
only one swirl near the Scottish coast line. A small 
part of the North Atlantic water enters the Skaggerrak. 
The Dover Strait tream is broadening out after some 
kilometres and the width of this stream remains constant 
until the Skaggerrak. The circulation is very simple but 
it is impossible with this model to explain the swirl in the 
German Bight, the swirl around the Dogger Bank and 
the swirl near the Belgian coast. The model which takes 
into account the tidal stress is the only one able to 
reproduce the actual residual circulation (Figure 6). The 
general pattern remains but important modifications 
appear in different regions. Along the British coast 
and in the German Bight some swirls exist and 
are observed for a long time(1°). Figure 6 exhibits also 

an other vortex around the Dogger Bank ; Ramster(ll) 
proves its existence with sea-bed drifters. Other swirls 
exist in the central part of the North Sea where the 
residual current was very weak in the former model 
(Figure 5). The model reveals also a swirl and a outh
westerly current near the Belgian coast(11). 

8.3 Passive Dispersioll Model 

The model has been applied to the determination of 
the dispersion pattern subsequent to a dye release or a 
dumping. 

Figure 7 illustrates the influence of the shear effect 
on the ani otropy of the patch of dye. 

Figure 8 shows a comparison between the observed 
and predicted shape of patch of rhodamine B, sixty-eight 
hours after release. The theoretical curve is calculated 
using a simplified version of the model which fits the 
best ellipse to the tidal velocity vector diagram. 

8.4 Box Interactions Model 

An extensive survey of chemical and ecological vari
ables in the Eastern part of the Southern Bight was made 
during the years 1971 , 1972, 1973 and 1974 in the scope 
of the Belgian National Program on the Environment, 
Sea Project. On the basis of these informations, the 
survey region was divided into three zones where diffe
rent conditions prevail (Figure 9). 

One can see that the different zones correspond to 
different residual circulation regimes. 

(i) Zone 1, off the Belgian coast corresponds to 
the residual gyre. Water from the Scbeldt 
Estuary is to a large extent entrained in the 
gyre before it can escape to the North. An 
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Residual circulation calculated 
without tidal stress . 
f:: const (in 103 m3/s). 

FIGURE 5. 

island of high turbidity (> 10- 2 kg m- 3) is ob- North Sea through the Straits of Dover. The 
turbidity in zone 2 is considerably lower and 
no systematjc silt deposition occurs. 

served in the region where closed stream lines 
are predicted by the model. Bottom sediments 
in zone I are characterized by large areas of 
mud which can be explained by the tendency to 
form - as shown by the residual current 
model- an outer lagoon " in which increased 
suspended matter arrival tend to be preserved 
by the current pattern, is flocculated and aggre
gated by biological activity and preserved from 
net erosion by weakened wave activity" (1'). 

Zone 2 corresponds to fairly parallel stream 
lines showing off the north-bound flow of the 
branch of the Gulf Stream which penetrates the 

(iii) Zone 3 corresponds to water masses under 
direct influence of the Meuse-Rhine estuary. 
The rivers' outfall is in a sense prolonged into 
the sea by a re idual flow parallel to the Dutch 
coast, to the North. 

The lagoon conditions which result from the residual 
circulation in zone 1 is responsible for striking differen
ces between the dynamics of the ecosystems in that 
region and in zone 2. 

The high turbidity of the water in zone 1 causes light 
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extinction and reduces primary productivity. The domi
nance of microplankton in that region (as compared to 
nannoplankton in zone 2) with a higher half saturation 
constant could affect productivity in the same way. Tak
ing into account, also, that the depth is smaller in the 
~astal region, one should expect the integrated produc
tIOn (over depth) to be considerably smaller in zone 1. 
Observations reveal, however, that- although there are 
~ifferences in the annual variJltions-the yearly average 
IS about the same in the two regions (,_ 18 g Njm2 
year)(14). 

This result is obviously related to the much higher 
nutrient concentration and the much larger specific 

phytoplankton biomass (measured by chlorophyll a) 
observed in zone I where lagoon onditions prevail 
(Figure 10). 

Additional information i& provided by the ratio 
phaeophytin a/chlorophyll a which is systematically lar
ger than one io zone I and smaller that one in zone 2 ; 
indicating that, in zone I, most of the phytoplankton 
cells are dead cells. Zooplankton grazing, on the other 
hand, i more important in zone 2 than in zone I . where 
planktonic and benthic heterotrophic bacteria seem to 
play the essential role. 

A picture thus emerges of a fairly well bal anced 
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FIGURE 1 : Simulation of II dye-release experiment in the 
North Sea. Po ilion: Si n 10' N. 1° 34' E; Curves: I(SO of 
initial central concentration 48 h·7l h-96 b- I08 h after release. 
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FIGURE 8 : Comparison between observed and predicted sbape 

of a patch of rhodamine 8 63 hours after release. The 
experimental curve Is the irregular curve drawn by Talbot (13) 
(The broken piecewise straight lines are the ship's trajec
tories]. The theoretical curve is the regular ellipse predicted 
by the simplified model(G) . 

FIGURE 9: Three Zones in the Southern Bight where a different pattern of residual circulation is predicted by 
the model and which al 0 appear from the observations as three distinct boxe . 
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FIGURE 10. 

ecosystem in zone 2 and a rather unhealthy one in zone 1 
'where intensive phytoplankton production occur but 
not. as it should, to provide first level food in the 
food chain. The phytoplankton crop i harvested only 
to a small extent. Most of it is left to rot and most of 
the recycling of nutrients occurs at the dead phyto
plankton level under the action of bacteria. 

The dynamics of the ecosystems thus reflects the resi
dual circulation patterns and the outer lagoon situation 
created by the re idual gyre in zone I. 
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APPENDIX 

Data Acquisition and Processing 

I. Ships Survey 

The Belgian Navy provided five ships whose charac
teristics and activities are summarized in Table a. I . 
The main cruises consisted in the study , 

- of 25 points distributed on rectangular or radial 
networks and surveyed regularly, at least every 
season. Particularly, the important cruise of Sep
tember-October 1973 was one of our contributions 
to the JONSDAP 73 (Joint North Sea Data Acqui
sition Program) exercise in collaboration with 
the United Kingdom and The Netherlands. 

- of some characteristic points of open sea and coas
tal waters, considered as fixed stations and conti
nuously surveyed during a week, in 1973. 

- of 1200 points for a unic sedimentological survey. 

2. Currentmeter Stations 

Our Plessey M021 , NBA DNC2A and VACM
AMF currentmeters were only received in August 1973 
and used for the first time during Jonsdap 73. 

Figure 11 shows the deployment of automatic sta
tions during this exercise. Our program assured two 
stations at 51 ° 14' N 2° 28 ' E and 51 ° 31' N 2° 25' E 
and contributed to the rigs of instruments intercalibra
tion and of spatial coherency check with the KNMI (De 
Bilt). 

3. Automatic Oceanographic and Meteorological Data 
Stations 

Because the model requires continuous knowledge of 
the boundary conditions, the acquisition of automatic 
and meteorological data stations was decided. 

The buoys were required to be big and robust 
enough to carry safely a great amount of all kinds of 
sensors, to be easily noticeable by ships and to survive 
long periods of unattended operation in all seasons. 

The French Sysna buoy appeared to be the best compro
mise between our program's requirements and its 
financial possibilitie (Figure 12, Table a. II). 

The electronics was designed and developed by our
selves. It is quite sophisticated so that it can receive 
and treat nearly any form of sensor signal, operate a 
certain level of pre-processing (numerical integration, 
vectorial projections, sums, etc.) and monitor the buoy 
itself (energy levels, movements, safety, etc.). 

Because of the general use of "COSMOS" type inte
-grated circuits in the "Data Acqui ition System", its 
power drain has been kept very low and is of the order 
of 3 watts. The used voltages are + 24 volts and-1S 
volts for the D.A.S. and + 24 volts for the radio trans
mitter, the sensors and the light. 

Two AERO WAIT type 24FP7 wind generators are 
the buoy's main energy source. Under normal condi
tions, the battery buffered output of only one of them is 
sufficient to maintain the whole buoy system including 
the powerful flashing light in operation. 

The inconvenience of wind generators is their irregu
lar output. This is why they are buffered by 24 Volts 
195 A hours lead acid batteries . This set gives the buoy 
system an endurance of 7 days at full performance in 
the complete absence of wind by total generator break
down. 

A small set of dry Mallory Duracell alkaline man
ganese batteries provides a negative 18 volts, 20 A hours 
power supply for operational amplifier and various other 
circuits requiring a negative polarisation . As a simpli
fication this negative voltage will be provided in the 
future directly from the mains 24 volts by a solid-state 
AC-DC converter. 

4. The Data Acquisition System CD.A.S.) 

The basic unit consists of a signal scanner and an AC 
to DC converter for analog inputs, and of a code adaptor 
and a digital multiplexer for the digital inputs. Auxiliary 

TABLE B. I 

Name of the ship Type Length (m) Crew Scientists 

Mechelen M .S.C. 44 28 II 

Zenobe Gramme Ketch 28 13 3 

Hasselt or .fIerstal 
or Kortrijk M.S.I, 34 12 

Total 

Number of effective working days 
at sea 

1971 1972 1973 

74 76 78 

26 32 42 

37 125 80 

137 233 ~ 

Total 

228 

100 

242 

570 
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TABLE a.11 
The SYSNA Buoy. 

MECHANICAL CHARACreRISTICS 

Overall diameter of the tIoat 
Height of the tIoat (including small 

ballast tail) 
Maximum height inside 
Mast length 
Mast diameter 
Displacement 
Float volume 
Stability 
Rolling period 
Heave period 
Spare buoyancy (with 1 ton of batteries 

and equipment) 

MATERIALS USED 

3,021 rom 

2,180 mm 
1,580 mm 
8,100 mm 

150mm 
2,000 kg 

10 rnB 

2 t.m 
2.8 s 
1 s 

7 tons 

Buoys : AG4MC aluminium alloy, specially resistant 
to marine corrosion. 

Tubes : AG3. Cast parts: AS 13 74. Guys and guy 
fixings: stainless steel 316 (18/12 Mo), 

circuits adapt a wide range of input signals. numerically 
integrate certain parameters, record the time of the 
measurements, etc. The general use of .. OSMO ,. 
integrated circuits lead to high reliability and very 
reduced power requirements. 

5. Data Transmission 

The data are transmitted to Ostend by a ) 0 wall com
pletely transistorized FM transceiver operating in the 
lower VHF band (MobiJophone CMT Phillips). A com
plete transmitter-receiver is used as well on the buoy as 
at the receiving station for two main reasons: 

- equipment standardization and interchangeability ; 

-possibility of bi-directional radio link for future 
remote control and selective interrogation. 

The essential characteristics are: 

Dimensions 

Weight 

Power requirements 

: 70 X 235 X 235 rnm ; 

: 3 kg ; 

: 24 V DC (21.l to 31.7 V) 
transmission 2 A (48 W), re
ceiving 0.12 A ; 

Transmitting frequency: 3J.850 MHz ; 
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RF output power 

Modulation 

Encoding 

Antenna 

Range 

6. Sensors 

10 watts; 

: Pha e modulation; 

: P.C.M. applied to 2500 Hz 
subcarrier ; 

: Quarter wave fibreglass whip 
and ground plane elements; 

: 80 km minimum. 

For the moment, the buoy is only equipped with 
some sensors which are known as the most reliable at 
sea. They measure wind speed, wind direction, baro
metric pressure, waves (Datawell heave sensor). air 
temperature and water temperature. The two latter 
ones are built and calibrated by ourselves. 

Other sensors, and sometimes the most interesting 
ones. are still in an experimental phase, not yet miniatu
rised, cumbersome and energy greedy. Their long· 
term fiability is not warranted in reason of corrosion, 
fouling and shocks. 

Sensors for direct and reflected light, pH. dissolved 
oxygen, heavy metals by accumulating, phytoplankton 
activity by autoradiography are at present in research 
and development. 

7. The Data Processing Computer 

A data processing computer is installed in Ostend 
and linked to the receiving radio station. rt is a Hew· 
lett Packard Type 2100 computer with a 32 words of 16 
bits core memory. The various peripherals and input. 

output device uch a Ii ed and rerno\! ble di 
magnetic tape • teleprinter, fa t tape puncher and reader' 
Tektronix CRT ~ideo ~isplay. 30 cm and 0 ~m alcomp 
plotters, Tally hne pnnter. etc.. make thl r lativ Iy 
small computer specially uitable f r receiving large 
amount of data in all kinds and to output them after 
proce ing in any desired format . 

The principal proce sing phase are : 

-transcoding of the received binary data. 

- putting in order the digits. the number and then 
the measuring cycle, 

-dispatching of the data arriving from different 
stations. 

-synchronisation and introduction or correction f 
the time scale, 

- trll.nstation of the recei'Jed numbers, in\ ~r~\)t\" 
parameters, by means of the calibrati n equuti ns. 

-control of the data : listing, displuy on video tube , 
automatic plots, statist ical methods, 

- editing, after manual or automatic error detecti n, 

-concentration of the data : weighted averages, 
numerical filter, 

-statistic. correlations. power spectra, ... 

It is very important that most of these operations 
can be carried out "on line" and the remaining ones u 
soon as possible aner reception of the data in order to 
detect any instrumental malfunction immediately and to 
make them available for a direct, easy and efficient u e 
in our mathematical models . 
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YNOP I 

One consequence of growing concern over subsurface fluid Pllmping is the 
unrecoverable soil compaction and the related land subsidence Till' mcchanism of 
subsidence is an interaction between the stress field and the flow field operaling Wilhill 
the geologic system. Withdrawals of fluid cause a decrease of the pore presSlire head 
and hence an increase in the intergrolHdar stress under whose ;,~fiuenc(' /ormalioll. 
compact and ground sUlface subsides. The use of high-speed digital compll/ers appears 
quite promising in its ability to handle large systems and to predict the impact on lite 
environment of an intensive exploitation 0/ the subsurface resources. The numerical 
models described in this paper simulate and predict land sinking due to flUid wilhdralllais 
in natural two or three-dimensional basins and reservoirs. After raltbralillg Ihe models 
against the available records. we carl apply them at arlY stage of Ihe system r/eve/oplllt'll t 
to assess the cOrlvenience of alternative pumping schedules ill relatioll to the irreversible 
modifications that land subsidence produces itl the environment. 

Introduction 

In recent years a growing attention has been directed 
toward a group of environmental problems including 
regional land subsidence as a very important one. The 
worldwide exploitation of subsurface resources is creating 
many areas where the consequent land sinking will 
become soon a matter of concern for the inhabitants 
and the local authorities. The settlements of coastal 
regions are particularly dangerous because of the risk 
that stretches of land. once permanently above sea level. 
are entirely submerged or flooded periodically during the 
high tides. Among the major causes of surface lowering 
induced by human activities are the extensive artificial 
withdrawals of fluid from beneath the soil surface. 

Major subsidence of several oil-gas fields has been 
reported in the literature (I). We can recall Wilmington 
oil field in the harbor area of Los Angeles and Long 
Beach. California (more than 8 m from 1937 to 1962). the 
oil fields on the shore of Lake Maracaibo in Venezuela 
(3.4 m from 1926 to 1954). Goose Creek oil field in 
Texas (almost 1 m from 1918 to 1925). Gas fields at 
Niigata. Japan, and in the Po Delta. Italy. experienced 
rapid subsidence in the late fifties. Lately subsidence is 

expected to develop in the Groningen gas field , Th 
Netherlands(2) . 

Significant surface lowering due to ground water 
pumping has been observed in San Joaquin Valley, 
California (8 m from 1935 to 1966). in Mexico ity (8 m 
from J 936 to 1968), in Santa lara Valley (4 m from 
1920 to 1967). California, in Tokyo and 0 aka (3-4 m 
from 1928 to 1965). Japan. 

A very recent case of particular interest is Venice (3). 
There the quantit ies of water extracted have been less 
than tho e that caused considerable sinking in the cited 
areas. The lowering. though modest. i neverthelcs a 
matter of concern because it compounds the effect of the 
exceptionally high tides in the city during winter. 

Many other gas-oil fields or hydrologic basins above 
sea level and not subject to inundation probably have 
shown subsidence but with no marked deleterious 
consequence. therefore. they have not been publicized . 

The mechanism tbat relates subsidence to withdrawal 
is that of subsurface compaction caused by changes in 
the fluid flow field operating within the geologic system. 
The artificial pumpings modify the balanced natural 
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conditions by causing a decrease of the pore pressure 
bead and therefore, an increase of the effective inter
granular stress. This is so because the fluid can no 
longer support as large a percentage of the load of the 
overlying formations, and more of this load must now 
be borne by the grain-to-grain contacts of the geologic 
material itself. Under the influence of the increase in 
effective stress the water or oil bearing strata compact 
and the land surface subsides. 

Regardless of the nature of the fluid removed (gas, 
oil or water) the principles underlying the physical 
occurrence are the same. However, the geological 
setting can be different according to whether a gas-oil 
reservoir or a hydrologic basin is being analyzed. This 
accounts for the different models which are applied in 
either case. 

If representative values of the soil and formation 
properties are available, we will be able to analyze these 
complex natural systems. One of the most powerful and 
effective methods of analysis involves the use of 
mathematical and numerical prediction models based on 
the equation of subsurface flow combined with the 
equations of the elastic equilibrium and solved numeri
cally with the aid of a digital computer. With such 
models it is possible to determine the changes in the flow 
field due to well pumping and the compaction of the 
various formations in relation to both depth and time. 

The models can be applied to predict the effects 
owing to different pumping schedules and to assess the 
suitability of alternative actions and the consequences of 
various proposed designs. Models can also provide 
guidance in the building of monitoring systems and even 
in the preparation of appropriate legislation and 
regulatory codes. 

The pre ent paper provides a critical survey of the 
numerical models suitable now-a-days to simulate and 
predict regional land subsidence due to subsurface fluid 
withdrawals. Particular emphasis is placed on the role 
that the digital computer can play in handling large and 
refined numerical models in relation to several influencing 
factors such as quality and quantity of available data, 
core storage requirement and processor time needed to 
perform an inevitably sizable number of long-term 
simulations. It will be shown that the most sophisti
cated techniques must often be dismissed in real 
sub idence calculations on the grounds that the scarcity 
of data together with the present computer limitations 
do not warrant their use. 

Computer Model to imulate Land Subsidence 

1t has long been under tood that land sub idence is 
best analyzed with reference to the theory .of .consolida
tion wherein it is recognized that consolidation repre
sent; the respon e of a compressible porous medium to 
changes in the fluid flow field operating within it. Till 
recently almost all mathematical models of land 
subsidence have been direct application of the Terzaghi 
consolidation theory (1, 4-6). This simplified theory 
has been adapted also to the computation of oil field 

compaction [e.g. (7)]. This approach, in the most sophis
ticated applications, involves analytical time-dependen t 
solutions to the boundary value problem based on the 
one-dimensional vertical equation of flow in which the 
piezometric declines are specified as boundary conditions. 
An excellent review of this approach as it applies to 
land subsidence is provided in (8). In a more recent 
review, presented at the Tokyo Symposium on Land 
Subsidence, Poland (9) refers to results based only on the 
classic one-dimensional theory, and he notes the need for 
more sophisticated mathematical or numerical models. 
In the entire symposium proceedings only one paper (10) 
presents an analysis based on a model of greater 
complexity. 

A complete analysis of land subsidence requires the 
determination of the three-dimensional deformation field 
that accompanies the three-dimensional flow field. 
Schiffman et a1 (11) have classified consolidation theories 
into: I) one-dimensional Terzaghi theory, 2) Pseudo 
three-dimensional consolidation theory based on the 
independent solution of the diffusion equation, and 
3) complete three-dimensional consolidation theory 
based on the Biot equations. 

In the remainder of this section we will develop the 
2nd and 3rd approach as they apply to land subsidence 
and are used by the digital computer. starting with the 
latter and treating the second as a subset of the third. 
We will show that the 3rd approach must often be 
dismissed on the grounds of impracticability wbereas the 
second offers at present the best trade off between data 
availability and computer limitations. We will also give 
indications as to how the working mathematical relations 
are modified according to whether a gas-oil reservoir or 
a hydrologic system is being simulated. 

Coupled Models: General Three-dimensional Consoli
dation 

The consolidation equations were first derived by 
Biot (12)(13) who stated the inter-relations existing in 
first approximation between the three-dimensional flow 
field of the fluid and the three-dimensional stress field of 
the medium. Neglecting the compressibility of the single 
grains usually much smaller than that of the rock bulk, 
Biofs theory relates the components of the rock matrix 
deformations u/ to the incremental " effective stresses" 
a ik acting upon the solid skeleton and the incremental 
pore pres ure p. Including the equation of flow the 
results take the form of the following set of equations: 

o alk + OITtk + Oask = J.f!_ (K= 1,2, 3) ... (1) 
o~ a~ a~ a~ 

'V . [Ki ( 'V . P-+l )] = n~ oP + £!_ 
J Y at at 

where, 

.. . (2) 
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In Equation (1) KI}, y, n, f3 and E are re pectively the 
hydraulic conductivity ten or, the pecific weight of 
water, the medium porosity, the water compressibility 
and the volume strain. In Equation (2) Cik, )1. are the 
components of the elasticity ten or : only 21 coefficients 
are distinct for real anisotropic media. The principal 
components of Ei) are linked to the displacements u, by : 

r aul J ['i = aXI 

1 a UI + a Uj ) • * . l Elj = £]1 = 2 axJ ax, I I ... (3) 

If we replace the alk in Equation (1) by their values 
taken from Equation (2) keeping in mind Equation (3) 
for the strain components. we obtain a set of 4 equation 
in 4 unknowns: the incremental fluid pressure p and the 
three components of the displacement vector Uf. Solu
tions of the system will provide the distribution of Uj, in 
particular Us at the ground surface is the land subsidence. 

At the theoretical level the Biot equations offer the 
most sophisticated approach to the prediction of land 
subsidence. Their Achilles heel is the large number of 
formation parameters needed: the 21 classical coefficients 
of anisotropic elasticity C,k. III, the six coefficients of 
anisotropic hydraulic conductivity KI} and porosity n ; 
28 parameters in all. These parameters are needed f?r 
each formation in the case of non-homogeneous medIa. 
A second important drawback is the prohibitive amount 
of storage required to solve numerically Biot equations 
in natural three-dimensional compacting systems. Even 
if homogeneity and isotropy for both hydraulic and 
mechanical properties are assumed throughout the 
medium as was done for instance in (14), the limi
tation still remains. The finite element solution supplied 
in (10) and (15) does not go f~r ~eyond the analyti~al 
formuJation. The relevant applIcatIons are necessanly 
reduced to small and unrealistically simple configura
tions. The practical applicability of the Biot system of 
equations to regional land subsidence problems is at 
present unfeasible. A worthwhile alternative is provided 
by the approaches described below. 

Decoupled Models : Three·dimensional Consolidation 

We can partially remove ourselves from the horns of 
the previous dilemma by searching for the solution of 
the Equations (I) through two related steps. In the first 
step the equation of flow is solved independently of the 
remaining equations, thus providing the changes in the 
flow field. In the second step the outcome from the 
flow equation is used to compute the displacement 
distribution and ultimately the surface sinking. In other 
words the coupling between the flow field and ~~e stress 
field is removed. To do so the necessary condItIon rests 
on a major assumption, namely, the volume strain £ in a 
point of the system depends only upon the pore pressure 
variation p in that point and not upon the pressure 
changes occurring in the surrounding medium. 

An attempt to test the worth of this assumption has 

recently been contributed by Gambolati (16) who hecked 
the validity of the diffu ion equation in a semi-infinite 
mechanically homogeneou medium. The results show 
that the flow field and the stress field may be treated 
separately in the vast majority of arte inn sy tem. The 
decoupling effect cun produce appreciable d iution 
from the true solution only when the pumpage takes 
place in hallow unit, particularly in water-table forma
tions. However, in most free urfa aquifer water i 
relea ed mainly at the water-table tlnd the trnn ient flow 
is controlled by thi s moving mtlterial b undary rather 
than by the elastic aquifer compa tion and fluid e 'pnn
sion. As a result the pore pres. ure distribution may 
again bc provided independently of the calculation of 
the rock matrix displacements which can be made after
wards, once the time-dependent pressure head changes 
have been evaluated. Acc rding t this pr viou Iy 
mentioned as umption we can write: 

t = f1. . P ... (4) 

where, f1. is related to the cia tic properties of the 
medium. Its value is : 

(1 - 2v) (I -h) 
ex 0= E(I - v) ... (5) 

where, E and v arc the moduli of Young nnd Poisson 
respectively. Making use of quution (4) the last 
relationship of the system (I) turns into the well-known 
parabolic differential equation whose solution is now 
more easily attainable than that of the complete l3i t set 
of equations. The finite different scheme is the technique 
more frequently used [see for instance (17) & (I H)] 
but recently the new powerful finite element method has 
been developing to an increasing degrec even in the fluid 
flow field. The results. expres ed in terms of time
dependent pressure distribution within the system, are 
then used a pre cribed disturbing stresses in a three
dimensional calculation of the deformations. To this 
end the classical equations of elasticity (the fIrst three of 
Equation (I) expressed in term of di placements) are to 
be solved . This may be done numerically but in the 
case of homogeneous media one can re~ort to the 
concept of "strain nuclei". With such an approach the 
subsidence is evaluated by integrating the Green function 
U·i for the displacement field over the entire volume in 
wh iell changes of p occurred. Geertsma (19) provided 
the vertical displacemcnt u·s due to a unit pressur~ 
change in a unit volume (tensIOn center) of a seml
infinite homogeneous medium. Gambolati (20) extended 
the formulation so as to allow for a heterogeneous 
tension center in the homogeneous semi-infinite medium. 
The value of u· a proves to be : 

• _ A . [h-Z + z+31t-4v(z + h) 
U a - a *a p p 

+ 6Z(Z+It)2 J ... (6) 
p.6 
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where, the meaning of the symbols is explained in 
Figure 1 and A is a coefficient depending upon the 
elastic properties of the nucleus and medium : 

A - l+oIM C (2 C + l + vM) - --- bN - bN ---nEM 3 EM 
... (7) 

In Equation (7) the subscripts M and N refer to medium 
and nucleus respectively and Cb = 3(1-2v)IE is the 
compressibility of the rock bulk. Integration of 
Equation (6) yields the vertical displacement: 

U3(Xk) = f p(x/) u·, (XI, Xk) dV(xl) 
v 

... (8) 

Relation (8) may advantageously be applied to provide 
the subsidence caused by oil production. In fact the 
relatively small dimension of the reservoir, its depth and 
geological setting (usually top and bottom impermeable 
consolidated sediments, etc., ... ) produce a three-dimen: 
sional displacement field and the effects at the land 
surface are substantially different from those observable 
in a hydrologic system where the subsidence is essentially 
equal to the basin compaction. The main limitation of 
Equation (8) lies in the requirement of homogeneity for 
the semi-infinite medium. 

This approach has been recently used to predict the 
sinking of the Groningen area, The Netherlands where 
a gas field is being developed (21). lntegrai (8) i 
ev~luated numerically over an arbitrary-shaped reservoir. 
1t )s replaced by a finite sum of the discrete contributions 
from the small elements 6V into which the reservoir is 
subdivided. Thus we obtain at the ground surface: 

N 

Ua (x, y, 0) = 4A(1 - vM) 2:pn zn6VII/[ (X-XII)! 

n - J 

+(Y-Yn)2 + Zn2]3/2 ... (9) 

z 

z 

u * 3 

h 

p 

Tension center 

Z 
FIGURE J : Scheme of the semi-Infinite medium with the 

tension center . 

where, Xn, Yn and Zn are the coordinates of the n'" 
reservoir element in which the pore pressure is decreased 
by pn. 

It should be recalled that integral (8) is mathemati
caUy correct for any shape of V when the reservoir has 
the same elastic properties as the surrounding medium. 
If the tension center is heterogeneous with the rest of 
the medium the integration can be performed only if 
the shape of V approaches a sphere, i.e., when the 
differences between its dimensions along 3 arbitrary axes 
are not much pronounced . 

The applicability of the above approach fails if 
appreciable contrasts in the parameters of the overlying 
and underlying rocks occur. One can resort to a finite 
element analysis but of course the extent of the system 
analyzed will be perforce limited. 

Decoupled Models: One.dimensional Consolidation 

Natural hydrologic basins usually consist of uncon
solidated sedjmentary soils. In layered sediments it is 
customary to discard the horizontal components of 
displacement in that they are assumed to be small in 
comparison with the vertical deformation. Flow is still 
considered to be three-dimensional. Since the consoli
dation is exclusively vertical, relation (4) is consistent 
with the approximation involved in the unidimensional 
compaction. Coefficient oc in this case is the vertical 
compressibility of a sample of soil prevented from 
expanding laterally. The diffusion equation: 

... (10) 

is solved numerically in a multi-aquifer-aquitard system 
under specified boundary conditions (natural conditions 
of the system), and imposing a prescribed discharge 
from the artificial wells [in (IO) ,p is the hydraulic 
head]. 

Any approach based on the diffusion equation will 
necessarily be a two-step procedure involving: (a) a 
hydrologic model to calculate the time dependent 
hydraulic head field, (b) a one-dimensional subsidence 
calculation based on these results. 

In the latter step the one-dimensional 
Equation (10) : 

i;1 ( o,p ) o,p o Xli KX8 oXs = y(C1. + n~)Tt 

form of 

.. . (11) 

is solved numerically in multilayer aquitards in which 
the drawdowns of the adjacent aquifers estimated at the 
end of the fir t step, are specified as boundary condi
tions. The primary reason for a numerical solution is 
to allow prediction of rebound under possible pumping 
reductions. In this respect one must note that the 
compressibility ex of each aquitard is in general a non
linear and irreversible function of the effective inter
granular stress. Often the nonlinearity is negligible if 
changes of effective stress are not very large but the 
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irreversibility must usually be taken into con ideratioo. 
This creates in the simpl st ca es the need for two value 
of at for each layer : 0 1 for compaction and ct, for 
expansion. The latter is usually a tenth (or even Ie s) of 
the former. 

If an inversion of sign for 'tP,at occur (hutdown 
of some wells or reduction of the withdrawal rate), 
Equation (1) must be treated as a nonlinear equation. 
Implicit schemes, such as the Crank-Nicholson or 
Wil on and Clough scheme, are strongly recommended. 
Generally they require also that iterations are performed 
within each time step during which changes of sign in 
the time derivative have taken place in orne node, 
until a stationary distribution of compressibilities in the 
network i achieved. 

The time dependent compaction l)1 in the aquitard j 

is given by : 

J 

l)1(t) = L yOt} 6 zj 6.tP/t) 
j - 1 

where, J is the number of nodal spacings of the aquitard. 
The compaction of the aquifer, although small, must 
also be con idered and this can be done directly from 
the results of the bydrologic model. 

For an aquifer: 

"1/1(/) = YIX,b, ~tP,(t) 

bl being the aquifer thickness. The time-dependent 
subsidence is thus given by : 

I 

l)(t) = I "1/;(t) 

1-= 1 

where, I is the number of formations into which the 
hydrologic system has been idealized. 

As far as the hydrologic model is concerned, there 
are at least three possibilities: I) a full three-dimen ional 
analysis, 2) a quasi-three-dimensional analysis (22), and 
3) an analysis in a two-dimensional vertical cro -section 
in cartesian or radial coordinates. The first possibility 
must often be di missed in complex natural basins on 
the grounds that there are serious computer limitations, 
in terms of both time and storage, to a full three
dimensional synthesis at this time. The-quasi-three
dimensional model is one of a cia s of models that links 
together a set of horizontal aquifer models by means of 
the leakage terms through the intervening aquitards. 
The fundamental assumption of this approach is that 
flow is horizontal in the aquifers and vertical in the 
aquitards. Neuman and Witherspoon (23) have stated 
that this assumption is satisfactory as long as the 
permeability contrasts are greater than 2 orders of 
magnitude. The quasi-three-dimensional model of 
Pinder and Bredehoeft (22) belongs to this class of 
models, with leakage from the aquitards given by a 

flux calculation ba ed on an anal tical solution for flow 
in the aquitard. The ub id nee i the sum f the 
compaction f the aquitard and it time-dependent 
value is pr vided automatically during each time tep of 
the imulation. 

The primary purp e f a bi-dimen. ionnl fl w 
model (either in radial or ordinate) i. t 
obtain head drawdown in the aquir r.. Th ' e alue 
arc then insert d as b undary conditions in a r fined 
one-dimensional vertical ub idence m del that mak s 
u e of the 10 01 detailed data by con idering the act unl 
multilayer configurati ns within the nquitard. Th 
mod I i fir t calibrat d against the past hi t ry of twoil
able record (observed drawdown and mea ured ubsi
dence) by adju ting the regi nal form. lion parameters 
(permeability and compre sibility) within their range f 
variation a pr vided by the lab rat ry teo t anuly. s. 
The model is then , u ed a a predictiv tool under a 
vari ty of pos ibl pumping schedul . 

Mod I alibratioll and Op rational Flow Diagram 

In the previous section we did not investigate any 
possibility of using calibrations based on the scar h for 
rigorous inver. . 0lution5 ince we are well aware that 
in most practical cases the sparse datu c ndition 
precludes the adoption of inverse solution nnd fore !. 

us to fall back on the m re traditional dire t trial and 
error procedure. With thi approach, as with the more 
sophisticated method. the calibration is inherently 
nonunique. There may be mor than ne ~ asible 
parameter di tribution that leads to a satisfactory match 
between ob erved and simulated pi zometric de lines 
and subsidence rates. The subjectiv choice of a 
particular calibration must be made in the light of 
hydrogeologic reasoning : it i probably m re art than 
science. But it is in this respect that the computer plays 
its essential role : enabling the scientist to make a 
sizable number of runs under dilTcrent conditions and 
in a reasonable time, thus helping intuition find it · way 
toward a more reliable interpretation of the apparently 
multi-faced reality. Once the cal ibration is made, the 
major effort is over. Predictions require now only a 
small fraction of lhe work done to bring the m del into 
line wilh the pa 1 history of the observed rec rd. rom 
a variety of possible pumping sch dules we can get the 
nece sary picture of the con equences that the human 
activity is able 10 induce on the environment: hence the 
perspective of a better solution to this so complex 
problem. 

We can summarize the operation to be performed 
in order to obtain an effective tool for predicting regional 
land subsidence in a flow chart as follows (Figure 2 
refers to the case previously analysed wherein the final 
outcome is attained through a two step procedure 
involving two separate models). 

Conclusion 

In the present paper we have briefly summarized the 
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FIGURE 2 : Flow cbart sbowing tbe logical sequence or the operations to be performed In an overall model 
simulating and predicting regional land subsidence. 

computer models feasible to-date in order to simulate 
and predict regional land subsidence due to subsurface 
fiuid withdrawals. The most sophisticated approach 
requires the solution of the coupled problem which 
involves the simultaneous inter-relation between the flow 
field and the stress field. 

approach based on such a model : 
(0) the general sparseness of available regional data 

which makes the usefulness of refinements of 
the theory beyond a certain limit strongly 
questionable. 

(b) The present computer limitatio~s. which .force 
one to simulate small and unrealtstlcally SImple 
geologic configurations. There are two main reasons discouraging any 
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Worthwhile alternatives are provided by the decoupl
ing of the overall set of consolidation equations which 
can be solved independently either for the pore 
pressure head distribution or for the soil displacement 
field. There are practical and theoretical evidences that 
justify in most cases this simplified approach. The final 
solution is thus achieved through two related steps : 

(J) An hydrologic model based on the customary 
diffusion equation supplies the time-dependent 
potential head distribution within the geologic 
system. 

(2) A subsidence model based either on three
dimensional or one-dimensional consolidation 
uses the outcome from the hydrologic model 
and computes the surface si nking. 

When subsidence caused by oil or gas production is 
analyze.d, due to the particular geologic setting of the 
reserVOIr, the rock matrix stress field is in general three
dimensional. The same holds for the displacement field. 
Soil deformations may be calculated by making use of 
the strain nuclei approach if the necessary conditions 
underlying it are satisfied, as was done for instance 
in (2) & (19). lf the conditions are not satisfied, 
the general equations of elastic equilibrium in three
dimensions may be solved with a numerical technique, 
but again we can meet the obstacle of point (b) above. 
In sedimentary soils, horizontal rock di placements are 
negligible when compared to vertical deformations. As 
a result the problem becomes appreciably simpler. The 
subsidence is estimated with a vertical one-dimensional 
model [as was done for instance in (24) & (25)]. 
The calculation must obviously be repeated as many 
times as the number of locations where the surface 
sinking evaluation is required. 

Owing to the general lack of data, long calibration 
procedures are usually needed before a certain degree of 
confidence may be placed on the reliability of the results. 
The use of high speed digital computers appears there
fore quite promising in its ability to carry out long-term 
simulations in relatively short times and to repeat 
tirelessly a large number of experiments. 
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