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CHAPTER I

INTRODUCTION



INTRODUCTION

The analysis of variance and assoclated tests of
significance were first developed by R.A, Fisher. In the
original description of analysis of varlance tests,

Fisher (1937) was of the opinion that for every well-designed
experiment there can only be one correct analysis and the
test(s) of significance are completely determined before the
experimental results are avallable., According to him, the
appropriate test of significance is determined by a
specification of the population from which the experimental
data were sampled. The problem of specification arise in the
choice of the statistical model. Fisher suggested that an
appropriate statistical model, to be used in describing an
observation in an investigation, should be determined in
advance by the investigator. The analysis of variance tests
carried out by considering an appropriate statistical model

leads to valid subsequent inferences.
Model specification :

If the model specification is fixed in advance, that
is 4f no attempt is made to use the data in hand a3 an aid in
determining the model specification to be used in subsequent
inferences, Bancroft (1964) refer to the analysis as being
determined by a ‘'completely specified model'. This is

referred to as the case of unconditlional specification by



Bancroft and Han (1977). However, in experimental designs,
situations frequently arise in which the model is not
completely specified,

The present study 18 concerned with an experiment
conducted in strip-plot design with two factors. In
specifying the model for an analysis of variance of the
strip~-plot design, there exists an uncertainty about the
existence of component of variances involving interactions
of the factors with replications and the interaction between
two factors. In Such cases, the available data from the
experiment are used to perform preliminary tests of
significance as an aid in determining an appropriate final
model specification for subsequent inferences. This is
referred to as the case of conditional specification by
Bancroft and Han (1977). In these situations, the model is
sald to be incompletely specified.

General Structures for Incompletely Specified Models i

Incompletely specified models involving the use of
preliminary test{s) of significance are explained by Bancroft
(1964) as follows :

An incompletely specified model which may take
completely specified form on the basis of one preliminary
test of gignificance may be given as follows 3

*
$" = 1Is, + (1--1:)S2



An incompletely specified model which may take completely
specified form on the basis of three preliminary tests of
significance may be given as follows

s™ = IJKSi' + 13(1K)S,' + I(1-9)K S,  + 1(1-J) (1K) Sy

+ (1-DIK 55" #(1-1) I (1-08¢" + (1-1) (1-9)K s}

+ (1-I)(1-J) (1K) s;'

Where S;' (1= 1,2, ..., 8) are eight forms of the completely
specified models which S.**, the incompletely specified model,
will take depending on whether the three preliminary tests of

significance T;. T;’and T;*' are significant or not, i.e,

® *
I=1,1£T727T" (a)) and I = 0, AT, T (a));

T =1, 207" 2 17 (ap) and Jeo, 11 TS < T (o)

a3 * %% *Re * 8
K:l,if'rp 2T (aa)andKao,ipr <T  (ay).

Where @ys @, and %, are levels of significance of the

preliminary tests of significance T;, T;', and T;** respectively.

Incompletely specified models which may take completely
specified form on the basis of more than three preliminary

tests of significance may be obtained in analogous manner.
Test Procedure ¢

A test procedurs for a null hypothesis regarding

treatment effects for an incompletely specified model when



three preliminary tests of significance are used, consists
eight mutually exclusive alternatives. The occurrence of

any one of the alternatives would reject the null hypothesis.
Admissibility of the Test Procedure 3

A test procedure is completely ruled out of
consideration if it is inadmissible even though 1t may have
sufficliently large power and controlled size. Therefore
admissibility of a test procedure is also an important and

desired property.

In the present study, for testing a hypothesis about
one of the main effects in two-factor strip-plot desigh, two
test procedures based on three preliminary tests of
significance are developed using Satterthwaite approximate F
statistics discussed by Anderson and Bancroft (1952) (Page 3%0).
Necessary and sufficient conditions for admissibility of the

two test procedures are derived.

Qzl
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REVIEW OF LITERATURE

A brief resume of work done by various statisticians

on the topic under study is as follows :

Cohen (1968) proved that the 'some times pooling'
procedure is an admissible test procedure for the general
linear hypothesis model. The proof follows from a well
known invariance result and a theorem of Matthes and Truax(13c7),
The estimation procedures based on a preliminary test were

found to be inadmissible for the squared error loss function.

Cohen (1974) studied three types of problems 1i.e.
testing the normal mean, fixed effects models of the analysis
of variance and random effects models., Necessary and
sufficient conditions for admissibility of the test procedures
based on preliminary test of significance were derived.
According to him, admissibility is equivalent to the intuitive
and practical condition that acceptance regions of the
Procedures have convex sections in certain variables, while
other variables are fixed. Optimality properties of the

pooling procedures is also discussed,

Agarwal and Gupta (198la) developed three test
procedures based on one preliminary test of significance
considering Davenport and Webster (1973) approximate F -
statistics for a mixed model ANOVA of a three factor experiment .
They proved the admissibility of the test procedures, and
derived necessary and sufficient conditions for admissibility

of the test procedures,
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Agarwal and Gupta (1981b) in a separate sStudy derived the
necessary and sufficient conditions for the three test procedures
based on two preliminary tests of significance considering
Davenport and Webster (1973) approximate F-statistics for a three

factor factorial experiment under mixed model.

Gupta and Gupta (1985) developed two test procedures based
on two preliminary tests of significance using approximate F =
statistics for a mixed model ANOVA of graoup of experiments.
Admissibility of the test procedures is proved with the
derivation of the necessary and sufficient conditions for their

admissibility,

Kripa Shanker (1990a) proved the admissibility of a some
times-pool test procedure based on cne preliminary test of
significance in a two-level nested random model analysis of
variance with unequal subclass numbers. Necessary and
sufficient condition for admissibility of the test procedure is

also derived.

Kripa Shanker (1990b) developed a test procedure based on
two preliminary tests of significance for a mixed model ANOVA of
three level nested classification with unequal subclass numbers,
Admissibility of this test procedure is proved. A necessary
and sufficient condition for admissibility of the test procedure

is also derived.

Kripa Shanker (1991) developed a test procedure based on
one preliminary test of significance for a mixed model analysis
of variance of balanced incomplete block design., A necessary
and sufficient condition for admissibility of the test procedure
is also derived,
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MATERIALS AND METHODS

In agricultural field experiments, certain treatments
such as irrigation, dates of transplanting, application of
bulky manures, cultivation methods, etc. can be conveniently
applied only to laxge plots. In a two-factor factorial
experiment with such type of treatments if the effects of both
factors are of relatively little interest compared to the
effect of interaction between them, it is preferred to conduct

the experiment in strip-plot design.

In the present investigation, an experiment conducted
on paddy in strip-plot design which involves two factors i.e.

dates of transplanting (D) and green manuring (G), are

considered.,
3.1 Statistical Model and ANOVA :

Each observation in the experiment conducted in strip-
plot design is represented by the following linear statistical

model
Vg = B+ Tyt dyd ooy b gy + ey + (dgyy + gy, (3.1.1)
Where
1!1.2,.00,1’3‘1,2’.0- 'J'k.lgzjooo |K
Y = obserxrvation of the plot of the 1th replication in which

ijk
kth

transplanting was done on Jth date with green manuring.

p = the general mean,

r, = effect of the 10 repiication,
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dj = effect of the Jth date of transplanting,
gy = effect of the kth green manuring,
(dg)Jk = effect of the interaction between jth level of date
of transplanting and kth level of green manuring,

¢y = random error, N.I.D. (O, °§d)'

®;, = random error, N.I.D. (O, °§g)'

2
ek = random error, N.I.D. (O, °e) .

The model (3.1.1.) is a random modal, where Tgo dj'
gy and (dg)Jk are random effects, The assumptions are

(4 =1,2, ..., 1) are N.I.D. (0, o3,
dy (J = 1,2, ..., J) are N.I.D. (0, o2),
9 (k= 1,2, ..., K) are N.I.D. (0, a2),
(d9) 5, (i=1,2,..., I; J=1,2,..., J) are N.I.D. (0, °§g)~
The skeleton of the analysis of variance with expected

mean squareé is given in Table 1. The expected mean Squares

in the Table are derived following Steel and Torrie (1980) .



Table 1 : Random Model Analysis of Variance of Strip-Plot Experiment with Expected

Mean Squares,

Source of Variation

Degrees of freedom

Replications (R) (1-1)

Dates of transplanting (D) (J-1) = ng
Error (a) (I-1)(J=1) an,
Green manuring (G) (K=-1)

Error (b) (1-1) (K=1) = ng
DxG (3=1) (K=1) = n,
Error (c) (1-1) (J=2) (k=)= n;

Observed

Mean Square

Expected
o2k 241 a3; + 1 K o]
3 + K °§d
3 + I a§g+ J arq+IJ ag
o+ 3 a2
of + I °§g
%
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3.2 Mde 5 t°
2 2 2
if ddg > 0, Srg > 0, Srd (o]

then the appropriate model is
Yygp =B+ Ty + dy + egq + gy + 0y, + (dg)gk + &gy (3.2.1)

and model (3.1.1) is completely specified.

2 2

2
If “dg >0, 0 L0, Orq 2 O

g
then the appropriate model is

Yig=w b +dy+ e+ g+ (dg)y + ey (3.2.2)

and model (3.1.1) is completely specifiad.

2 2
If “dg > 0, “rg

then the appropriate. model is

>0, 024 50

Ym =BT bdihg e, 4 (dg)jk * 05 (3.2.3)
and the model (3.1.1) is completely specified.

2
if agq >0, a2

then the appropriate model is

0, 0254 50

Yijk =B+ o+ dJ + gy + (dg)Jk + ey (3.2.4)

and the model (3.1.1) is completely specified.

2 2 2
If %4g £ 0, “rg > 0, Sed > 0

then the appropriate model is
Yijk =P+t dj eyt gt ey * %4k (3.2.95)

and the model (3.1.1)is completely specified.
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2

If cgg L0, %rg

$0, 62 >0

then the appropriate model is

Yyge =B + 1y +dy+ eyt Ot ey (3.2.6)
and the model (3.1.1) is completely specified.
2 2
Ifadggo,arg>o,a§d5,o

then the appropriate model is

Yijk =g+ T+ dJ + gy teyy tey (3.2.7)
and the model (3.1.1) is completely specified,

2 2
If o £0, 0,80

£ 0, o -

- rg

then the appropriate model is

Yygk =B+ Ty H gt gy ¥ ey (3.2.8)

and the model (3.1.1) is completely specified.

The abridged ANOVA for testing the hypothesis
about the effect of dates of transplanting (D) i.e.
Ho 3 cg =0 vs H 1 ag > O, in case of above mentioned
appropriate modesls (3.2.1) to (3.2.8) under different
specifications is given in Table 2,



Table 2 : Abridged Random Model ANOVA for Strip-Plot Experiment with Expected Mean Squares
under different specifications.

Sour e of aria

Error Erroxr DG Error
Dagrees of Frewdon (D8) LMo ™ollh
Observed Mean Squares Vs __ ____ Ve ___Va___Yo __ N
E.M.S. 4F (1) d§g>0;arg>0.c:d>0 024K 024+ o +IK o2 KD, o afg 02+Ia:g &
(11) 030502, 03 6200 oZekaZgHlol) 41K 0F  oiKely o oZ+icq, o3
(111) o§q>0;a§g>0; aﬁdgo 2+Iadg+n<ad af d§+Ja§g afﬂddg af
(iv) 62 >0;a <0; af.dg 0 03+Io:°+u<d§ of af cf-o-l °§g 03
(v) adg_sO; a§g>o;a§d>0 03+Ka§d+1 K ag 03+K °§d 3-0«1(!2g 63 of
(vi) agqgo; aiggo. c§d>o cﬁﬂ(a? cl+Ii< a:‘; cfﬂ(afd 0'3 af 03
(vii) cgqﬂ_ 0, c§0>0; “f-dio 3+IK ag cf .+Jc2g 63 af
(vii1) agqs_ 0, "igi 03 02,60 o2+IK o2 o2 o2 o2 o2

EoM.S, = Expected Mean Squares.

€1
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3.3 Ne Tes

From Table 2, it may be observed that there is no
estimator of error variance which is an appropriate
denominator for exact F-test to test H° when the appropriate
models are given by (3.2.1) and (3.2.2),

If the appropriate model is given by (3.2.1),

Satterthwaite approximate F-statistics denoted by
V, VotV

F* (= V4+32’V1 ) and i (= v%;vé )
are usually considered for testing Ho‘ F' retains a true
Chi-square statistic in the numerator while F; avoids
negative coefficients in the linear functions. Both the
statistics are discussed by Anderson and Bancroft (1952)
(Page 350). If the computed value of Fr (or F") exceeds

] 1 1

F (n5. Vy b ¢4) [or F (\)1~J2 P a,) ], the null hypothesis

H, is rejected. This test is never pool test (NPT). Here

F (P, q; @) refers to the upper 100 a;% point of the

central F-distribution with (p, q) degrees of freedom.

L} L}

The degrees of freedom'ol. vy and~o2 of synthesised variances
(VgrVa=V)) s (Vg+V;) and (V4#V,) respectively were obtained
following Satterthwaite (1946) and given as follows :

- - -1
v, = v4+v2-v1)2 / (n41 Vi + n21 V% + ny Vf )
- ( VgV 2 /7 (nghZ + a3t Vi)

v
- -] 2
v '2 - (V4+V2)2 / (n41 Vi + n2 V2 )
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If the appropriate model is given by (3.2,2),
Satterthwaite approximate F-statistics denoted by

» V - VetV
5
Fl (= v::vi:v;;) and F1 (= v;:vgg ) are considered for

testing H,. V13'= (nlvl+n3V3)/(n1+n3). The degrees of
freedom)), andyD3 of synthesised variances(V,+V,-V;3) and
(v5+v13) respectively were obtained following Satterthwaite
(1946) and given as follows :

2
v = [ 3("4“"2"(“1"1“"3"3)] / [“fs‘"zl‘&*“'ilvg)*"ﬂz*‘ngvz

1) = (n13V5+n1V1+n3V3) / (n5 13V2 + "1‘1 + n3y3 )

The estimated degrees of freedomy), ( 1=1,2),
1); (j=1, 2, 3) may be in fractions, therefore, F (ng2),; @),
] L] ] [ ]
F(ng» 258 45). F (ﬁilyzj;; ¢;) and F (21,1758 45) can be

interpolated as per procedure suggested by Laubscher (1965),

3.4 Always ngl !gﬂt 3

If the appropriate model 1s given by (3.2.8), then the

rror variance which is an appropriate

test to test H, will be V;oq4s where

estimator of e

denominator for exact F-
Vy+ngVptnaVatngVe) /nya3gr P1234 = ny+ngtngin .
esis H, 1is rejected if, the computed value of

This test is

Viz34 = (ny
The null hypoth

the ratio V5/v1234 exceeds F(ngs Nj234é ag) .

always pool test.



3.5 S est 3

However, incase of uncertainty about the existence

of component of variances °§g and / or 62

16

and/or aﬁd, the

model (3.1.1) is conditionally specified (Bancroft and Han,

1977). Using F-tests, the appropriate F-statistics for
exact/approximate F-test for testing Ho depends on the

outcome of the following

significance carried out for testing the hypotheses :

H H 02 =0 vs

10 dg
H H 02 = QO vs

20 rg

2
Hso.ﬂrdno vs

On the basis of outcome of the above preliminary

three preliminary tests of

H

H

H

2

11 ¢ %4g
2

21 t arg
2

31 * %rd

> 0,
>0,

> 0.

(3.5.1)

tests of significance, the model would be selected finally

and then the appropriate F-statistic for testing H° would
be determined. This test of H° is called some times pool

test (SPT).

3.6 Formulation of the Test Procedure :

In oxder to test H, vs Hl' using the F-statistics
obtained on the basls of the outcome of the preliminary
tests of significance (3.5.1), the following two test
procedures, each of which consist of eight mutually

exclusive alternatives, [Ali’ for test procedure I and

Ay for test procedure II, i=1,2,..., 8] are developed and
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given below. The occurrence of any one of the alternatives

Ay (or Ayp) (1=1,2,..., 8) would reject H,.

Test Procedure 1 :

Ay @ Vol VPO Vol Vg Vo/V OFqe Vo/ (VgrVpm V) XFys  (3.6.1)
App t VofVOF s Va/ViSFps Va/V)OFge Vg/(VgtVpmVy3) >Fgy  (3.6.2)
Ay 8 Vol VpFps Va/VOFay V/V SF3s Ve/Vp>Fgs (3.6.3)
Arg ¢ Vo/ViOF), Vo/V SF, Vu/ViSF3s Va/Vo)Fgs (3.6.4)
Apg 8 Vo/ViSFys Va/Vi>Fpy Vu/Vy>Fgs Vg/Vy>Fq, (3.6.5)
Alg 3 Vo/ViSF)s Va/ViSFoe Vy/VOF3s Va/VPFqs (3.6.6)
Alq + Vof ViSFys Va/Vy>Fps Vo/ViSF3s Vs/V1p>Fgs (3.6.7)
Arg ¥ Vo/V,&F V4/V,8F5, v4/v1_gF3, Va/ V) 234> Fg (3.6.8)

Agy t Vo/ Vs Vo VioFps Vo/VOFa (VgrV))/(VgVp) >Fy,  (3.6.9)
Appt Va/VPE,, Va/ViSFps Vo/Vi>Fae (VgrVy9)/(VerVp)>Fg, (3.6.10)
Alternatives A,; to A,g are same as that of A, 5 to Ajg
respectively.

In the above test procedures
Vios = (n1v1+n2v2+n4v4)/n124, Nypg = Nytngtng,
F) = F(ng, nys %) Fy=F(ng, n;3 93)s Fy=Flng, ny; 23),

Fg= Flngo )y 2,) s FgmF(ng, Vot &5), FgmF(ngsnys @g),
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Fy = Flng, ng3 q), Fg = Fng, ny345 gl

0 ' ' '
F9 = F(ns. n1234; “9), F4 = F( Lblv Vol a4)0

' ' '
F5 = F (J)3tJJ23 aS)'

The levels L) a, and a:3 are called preliminary
1] 1]
levels of significance and, Ty a4.°(5'a5, Tgs Eqp g and a

are called final levels of significance.
3.7 dm ssib f est P cedu

Let the test procedure I (or II) be denoted by
®(V), such that
@(V) =1, for V€ Ay, (or Ay) (=1, 2, <oy 8)

= O, otherwise,

The test procedure would be admissible if it is
possible to determine the acceptance region of @®(V), which

has convex section in certain variables while other variables

are fixed.

It may be noted that the mean squares v1(1-1,2,3.4,5)
are distributed as 'X’f uf / ng, where ’Xf is a central
Chi-square statistic based on n degrees of freedom. The
joint distribution of independent mean squares vl'VZ'V3V4 and
Vs which belongs to a multivariate exponential family, is
given by
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5 n 5 n,V S
K % (V, = =1) exp[-% & -‘3‘] x  dV, (3.7.1
1= + 2 2 a1 of " im1 * )

5 1
Where K = 5 [{ n1/(2¢,2_)_f Fi.;2 J

Let us consider the following orthogonal
trans formation
W = T V (3-7-2)
?
Where W = (w4, Wes Was Woo wl)
L
V = (Vl, Vzp V3' V4’ V5)

-

Ek b E 5
B o oas oas
o F s wm
o o =2 L. A
3 Y6 Y6
e ° o #ow
From (3.7.2) we have
w
=l“wﬁ w-TSL\fawa
-v-g«o»#s— 2
V33'5+w5+;3 %'!2
W w (3.7.3)

=

v + a2, 22
A5 "ABTHET Ve -

oL S Y3 2
V5'7'5'+2'f§ EI

fé‘_i :}_ﬁ
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The transformation (3.7.2) of variables in the
distribution (3.7.1) gives an exponential distribution of

W of the form :

dp (W @) = c(@) o 2 dA(w

n n n n

where C(0) = Ky © = = & T, N'=( ;é—: 2.3, 4,3
- =5 =)

1 % 93 % 33'

and dA (w) is the function of w's and differential terms,

1t may be observed that the conditional distribution

of wg given (wys Wos W3 w,) belongs to one-dimensional

family with parameters
4n 5 n
9y = Hl"' (=t-z %) 1]
2 "4f5 o] 1=2 ;%

Under the transformation of variables. The original

hypothesis Ho H dd2 = O vs Nl H ag » 0 reduces to

* »*
Ho H 02-011: H1:02 > O.

denoted by P (W) after

The test procedureq@(v) R
s would be

yariables in tamms of w'
region of (W) has convex

are fixed.

transformation of
admissible if the acceptance

section 10 wy while w;» Wy Was Wy

3.7.1 ssib: £ ) It

The tests under the test procedure 1[(3.6.1) to

L
(3,6,8)] after substitution of the values of Vys from

(3.7.3) would be
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Vo/Vy > Fy =

w X[ 2(F =1} wytV15w51/ (4F +1) (3.7.1.1)
Va/Vy>F, ___%,

wg 7 2(Fom1) wy=V5/V3 wy+2V10/¥3 wyl J4F,+1) (3.7.1.2)
VoV Fy =

wg X[ 2(Fy=1) wymV5/V3 wy-V10/V3 wyrV10w J/(4F5+1)  (3.7.1.3)

Vs/ (VgrVp=Vy) >y =2
wg< [=2(Fg=1) wy +V5/V3(2F 4+1) wy=V10/V3(Fy-1) Wy

10(Fgl)w 1/(6F-1)  (3:7-1.4

Vg/ (VgtVp=¥yg) > Fg ==
wg>[2n, 5(3F5-1)w, = y5/v3{ (2n +n3) Fytny3) Wy
+V10/Y3 { (ny~ny) F5-n13} wy=Y10n, 5(Fg#1)w; 1/0(2n)~3n3) Fyen, o]
(3.7.1.9)

V5/ V2>F6 =§
(3.7.1.6)

Vg/Vy>Fp =
we <[ ~2( Fym1) w=V5/Y3(Fy=1) wg=¥ 10/V3{ F=1) Wy

+V10( Fpr1)wy 1/ (Fy=1) (3.7.1.7)

Ve/Vyos > Fg =2
wg [ 20, 54 Fg=1)wy=V3/V3{(3ng=ny) Fg*Ny124 |3
+Y10/f3(n4F8-n124)wz-flo(n4Fb+n124)wl]/[(4nl—n24)F8+n124]

(3.7.1.8)
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Vi/ V2347 Fg ==

wg, 2[20) 30 (Fg=1) wgrV5/V3{ (ngg=3np) Fgonyog ) wy

inequalities (3.7.1.1) to (3.7.1.9) be denoted by
El’ Egs Es. E4, ES' E6’ E7, Ea, E9 respectively. The
acceptance region ofcp(uo will be the union of the

+10/v3 { (=2n3tny) Fg=ny o34 b W

=¥10{n,Fg+n  0aat W] k2ny=nga) Fg#n) 534y ]

Let the right~hand side expressions of the

{3.7.1.9)

following eight sets :

ws 3 wg 2 max (E;, Eps Eg Ey (3.7.1.10)
wg t wy < min (Eg, Eg) N we2 max (Ey» Eg) (3.7.1.11)
Wg : wy < Eg0wg 2 max (Eye Eps Eg) (3.7.1.12)
wg ¢ wg < min (Ep» E5) N wg 2 max (Ey» Eg) (3.7.1.13)
ws 1 wy < Ey 0wy 2 max (Ep Eg Eq) {(3.7.1.14)
we 1 wg < min (E,, Ep) " wg 2 (B3 Eq) (3.7.1.19)
Wy 3 Wg < min (El' Eqs Ea)(lws 2 Ey {3.7.1.16)
wg 3 wg < min (Ej, Eps Egs Eg) (3.7.1.17)

The union of the eight sets given by (3.7.1.10) to

(3.7.1.17) will be 2
arrangements of El' Eps oee s
ordered arrangements. One of the ordered arrangements for

which the

convex set for a large number of ordered

Egs out of 91 maximum possible

union of the eight sets[ (3.7.1.10) to (3.7.1.17 ]
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will be convex set, is given by

Ep<EgCE 4<E(<E ) <E-<Ez<Eg{ Eq (3.7.1.18)

As suggested by Cohen (1968), Ey's (i=1,24000, 9)
may be represented by spheres centred at the origin as
shown by the venn diagram in Fig. 1. It may be observed
that the union of the eight sets [(3.7.1.10) to (3.7.1.17)]
under the condition (3.7.1.18) is the set Eg, a3 depicted
by shaded portion in Fig. 1, which is convex set. Hence
the test procedure I [(3.6.1) to (3.6.8)] is admissible.

Suf di on th
Iest Procedure I 3
Using (3.7.1)t0 (3.7.1.9) the inequalities

Ep¢Eg, Eg<Egs E4<Ege Eg<Ey» Ej<Egs E4<Egs obtained from

the condition (3.7.1.18) are given in terms of w, (1=1,2,3,4)
as follows ¢
+VS/V6{a(2n gm0 Q) FyFg(4n =2ng=30) Fgtan; 234F5t 31234 ¥y
ﬂ[”{'f°"4“'2"9"“4"':;"““1234Fz"‘"m:u}"’l]/[(5"‘234“'2"‘1’"‘2"9
+3n1F9-5n1234F2 ]

(3.7.1.19)



FiG.1
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Eg<E, @

w,<[V5/Y3{(4n,~8ny4+16n)) F For(8ny+2ny+6n3,) Fgt2n) 5o F af “3
-¥10/Y3{ (2n,~ngy+11ng~Tn,) FoFg=(2n)~ngtng=2n,) Fg+Tn; 55, F,
=2n) 5345 %2 +Y10{(2n) ~ny5+3n ) F,Fg+ (2n;=ny3=2n,) Fy
+7n)534F4h Wy 1/ [(9ny+3n23) FeFg=4n,Fg=3n; 554F, ]

(3.7.1.20)
E4<Eq =§

w,<[2/Y15(4F, F¢- Fgt2F,) w,+1/Y30(F 4Fg=Fgt+5 Fg) wy
=1/Y10(F,Fg+Fg=TF ) w; 1/ F4(Fg-1) (3.7.1.21)

E¢<E, %

w,>[ 2/Y15(3FgF)+F; +1) wy+1/Y30(4F;+1) wyt1/Y10(4F +1) wl{F) (Fg-1)
(3.7.1.22)

E)<Ey ==

w,<[-2/V15(3F+F;+1) wy-1/V30(4F;+1) wp+1/Y10(4F  +1) w; ] /(F)=F3)

(3.7.1.23)

E4<Eg %
w <[=V5/V3{(6n=2n,) FyFg+(2n+no=n,) Fg2n)p 4Fa) 3
+¥8/6 {4n 4F3Fgt( 4n,-ny) Fg=4n) 5, 453} wy
~Y10 {4n 4Fafa® (4n;~-ng) Fg+2n 5 4F3
+2ﬂ124} Wl ]/[ (4"1""24’4) FaFB-(4n1-n23) FS*("124+4) F3'"124"'1]

(3.7.1.24)
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Eliminating wg, W3» W, and w; from the inequalities
(3.7.1.19) to (3.7.1.24), the necessary and sufficient
condition for admissibility of the test procedure 1

[(3.6.1) to (3.6.8)] is obtained and given as follows :

810 [B) (Ba8g+iy Bg)+ig(PqPg=BgPy) 1<

ﬁ6¢13)[ﬂs(ﬁ14fﬁl7)+ﬂ3(2#15+ﬁ16)] (3.7.1.25)

(8y,9)5*
Where
#1 = 4F§ (F6+2)+F3(4F1+1)+F1(F6—2) ’

By = 4(n1--2n34+4n2)F4F9+2(4n1+n2+3n34)F9+2n12341=‘4 .
Pg = 4an4F9+(5n234+n1)F9—5n1234 ,

Bg = =2n)FyFgr(n -2ny) Fg »

Pg = (F1F6-F3)(4F1+1) .

Bq = BngFpFgr2ngFor8n) 534Fat2n; 9340
2(4nl-n23+5n4)F4Fg+2(2nl-n23-2n4)F9+28?234F4,
(12n4-18n2-12)F1F3F61=8+(16n1+10n2-20n4-2o)FlFap8
+(19n124;+4n3+20)F1F3+(50n1-3n24+3)F1F8

+4n3+5)F1

+(4n1--2n24--8)F3F8+(3n124+3)F1F6+(5n124

+(n1234+8)F3+(8n1+2024-2)Fb'"3+2 ’
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By, = (4Ff (Fg#2)+F) (Fg=1)+(4F141)

P1o .[(12n1-1sn2+2n4-12)F1F3F6F3-(22n1+2n2-3n4+3)F1F6F3

=(2n 12)FlFst—(14n1-6n2-n4f1)F1F6-5n124F1F3

1247
+(4n =ny 4=4) F) FFa=(3n,-n) 4t F Fet(ng o+ 4) Fy
-(4n1-n24+1)F3Fé-(n124-1)F1+(n124+4)F3

+(16n,~4ny=44n,-16) F,F3Fg=66njldny-4ny+4) F) Fg

—(24n124+4)F1+(n12‘f4)F3-(4n1—n24¢1)Fs-n124+1],
8( 2"3"“4) F2F9+ 2( 4“1-2.'12"3'!‘) F9+8n1234F2+6n1234,
2(2n1-n2+11n3-7n4)F’4F9-2(2n1-2n2+n3-n4)F9+14n1234

4(n1-2n3+4n2)F4F9+2(4n1+n2+3n34)F5+2n1234p4,

Byq = (2n3,-6n,) FoFgt(ny=2n2) Fg=2ny 534Fe
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3.7.2 b of Test P edu

The tests under test procedure II after substitution

of the values of Vi's from (3.7.3) would be

we <[4 Fym1) Wy {5/ (3(2E g1 wa=Y10/ Y3 Fyml

+YL0(Fgr)wy ] / (2F4+3) (3.7.2.1)

L
(Vg#V) )/ (VgrVp) > Fs =
1] 9
w5<[-4/Y5n13(F5-1)w4+Y5/Y3(2n13Fg +2ng+n;)wy
\J L L]
-¥10/V3( n13F5+n3-n1) wy+¥10n) 5 Fgtl) wl] /L 2ny 3Fs=2n4+3n,]

(3.7.2.2)

Let the right hand sides expression of the

inequalities (3.7.2.1) and (3.7.2.2) be denoted by E, and

1
Eg respectively. The acceptance region of 2(w) will be the

union of the following eight sets t
1]
"5 H W5 -?n max (El. E2. E3' 54 ) (3.7'2.3)
|
Wy & WgSEgN Wy 2 max (Ey» Ezs Esg) (3.7.2.9)

The remaining six sets will be same as (3.7.1.12)

to (3- Tele 17)'
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One of the order arrangements of El’ Eys Eqs E;,
[ ]
E5, Ege Eqo Egs 59 for which the union of the above eight

sets will hs convex sets, is given by
’ 1]
Ep<Eg<E 4SEg<E) <Eg<Eg<Eg. (3.7.2.9)

it may be obsarved that the union of the eight sets
[(3.7.2.3), (3.2.2.4) and (3.7.1.12) to (3.7.1.17)] under
the condition (3.7.2.5) is the set E8 as depicted by shaded
portion in Fig. 2, which is convex set., Hence the test
procedure II[(3.6.3) to (3.6,10)] is admissible.

33 and Su e dit fo dmissib t h
Test P

Using (3.7.2.1), (3.7.1.6) and (3.7.1.9) the

]
inequalities Eg<E4 and E4 < E6[out of the inequalities

L ]
E, <Egs EgiEys E4<Eqr Eg<Eys Ej<Egs Eg(Eg obtained from

the condition (3.7.2.%)]are given in terms of w;(i=1,2,3,4)

as follows ¢



EIG-2
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1 )
Eg(E‘ %
[} [ ]
W <[V5Y3{2(n) 5=n3,) F4Fg*(n)+4nymng,) Fgr2n) o34F4+2n) 534 ) ¥3
’ . '
+f5/16{;(2n1-n2-5n3+n4)F4F9+(2n1-n2+5n3-4n4)F9+n1234F4
C L]
+2n1234:}w2 +V'5/V'2L(2nl-n23-3n4)F4F9+(2n1.n23.4n4)p9
L} L]
- 20y p34F g 9340 / (60 FgFgH(5n334-0) Fgm5n; 53]

(3.7.2.6)

1]
E4<E6 %
L
<[ 2/V15 (F4F +2F6+F +1)w +1/Y'30(F4F6-F6 Fard)w,

+V10(F,FgmFgt Fgr®w, 1/(Fg=1)

(3.7.2.7)

Inequalities E5<Eg, E6<El‘ EI<E3 and E3<EB have
been obtained for test procedure I and given in (3,7.1.19)

(3.7.1.22), (3.7.1.23) and (3.7.1.24) respectively.

Eliminating Wg» W3» W and wy from the inequalities

(3'701019)’ (3.701.22)9 (30701‘23)' (3'7'1.24). (3070206)

and (3.7.2.7) the necessary and sufficient condition for

admissibility of the test procedure 11[(3.6.1) to (3.6.8)]

is obtained and given as follows 3
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(8, Bio + Bg #1a) [ 3(B14v1q) + 83(3,-84)] (3.7.2.8)
Where

. \J
8, = 2(nj,=ng,) FaFgt(n +4ny=2n3,) Fgr2n o5, Fgt2n 05, |

8, = 6 FyFq + (5nyq,-n ) Fg=5n153,
5 = (2npny3-3n, )F F +(4n -2n23-8n4)F =20 534F -2n1234,

]
d4 = (4n,=2n,-10n3+2n,) F4Fg+(4n)=2n,+10n5-8n,) Fy
'
1123454801234

Out of the two admissible test procedures, the one
is selected which has the largest power for the given

value of the size.

'l':l'



31

3. 7. 3.

Consider an example given by Panse and Sukhatme
(1978). 1In the example, the experiment was conducted in
a strip-plot design with 3 dates of transplanting, 3 types
of green manuring and 6 replications. The abridged

analysis of variance is given in Table 3.

Table 3 : Abridged Analysis of variance of strip-plot

design.
Source of variation d. f. 5,5, M.S,
Replications
Dates of transplanting 2 - Ng 798%, 58 =v5
Exror (a) 10 = ny 61.33 =V,
Manuring 2
Erroxr (b) 10 - n, 41.22 =V,
Dates x Manuring 4 =n, 3.82 =V,
Error (c) 20 = ng 9.21 =V;

Using formulae given in 3.3, the degrees of freedom
Uy ))1 and g; are obtained by substituting the values of
n,V, (1=1,2,4,5) shown in Table 3 and given as follows :
)

)
))1’8' 23152, ]stll'

- a, = & -ﬂ'-¢6-58-a9-°.°5

For Gl - “2 3 4 4

we get
Fl - 2087’ Fz - 2.35' F3
F6 = 6.94' Fa = 3. 32’ Fg = 3. 21.

®
EJ 2.35' F4 = 4.46' F4 - 3.89'
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Substituting the values of nys» Nps Rgy gy Ngy Fl,
Fye F3s Fse Fgs Fge Fg in the inequality (3.7.1.25), the
left hand side and right hand side of the inequality are
obtained as 1.06 and 42.42 respectively, which establishes

the admissibility of the test procedure I.

Substituting the values of Nys Ry N3y Ngy Ny Fl'
Fpe Fgs Ey4s Fgs Fgs Fg in the inequality (3.7.2.8), the
left hand side and right hand side of the inequality are
obtained as -21.61 and 1.01 respectively, which establishes

the admissibility of the test procedure II.

*:*
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SUMMARY



SUMMARY

In the agricultural field experiments, the two factor
strip-plot design is used if both factors require large plot
size and the effects of both the factors are of relatively
1ittle interest compare to the interaction between the

factors.

A two factor strip-plot design is considered in the
present study. The effects of the factors are assumed to be
random. The analysis of variance of the strip-plot design,
a-part from the two main effects of the factors, consist
error (a), error (b), error {c) and the interaction effect
of the factors. Error (c) is the experimental error which
may be called as true error, error (a) which may be called
as doubtful error (1), is influenced by experimental error
component of variance and component of variance due to
interaction of replication and one of the factors, error (b)
which may be called as doubtful error (2), is influenced by
experimental error component of variance and component of
variance due to interaction of replication and other factor,
interaction of one factor with other which may be called as

doubtful error (3), is influenced by experimental error

component of variance and component of variance of the

{nteraction between the two factors,

33
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When the three components of variances i.e. interaction
of replication with each of the two factors and interaction
of one factor with other are present, it may be observed from
the random model analysis of variance of strip plot design
that there is no estimator of error variance which claims to
be an appropriate denominator for exact/approximate F-test
in testing a hypothesis about a main effect. In such a case,
two Satterthwaite approximate F-statistics discussed by
Anderson and Bancroft (1932) may be used to test the
hypothesis about the effect of a factor.

In case of uncertainty about the existence of
interaction components of variances, three preliminary tests
of significance are carried out to know the presence of one
or more interaction components of variances., Using the two
Satterthwaite approximate F-statistics, two test procedures
based on three preliminary test of significance are developed.
Each test procedure consists eight mutually exclusive
alternatives and occurrence of one of the: alternatlives would

reject the null hypothesis about the main effect.

Following Cohen {1974) , the admissibility of both the

test procedures are proved. Necessary and sufficient

conditions for admissibility of the test procedures are also

derived,

I':l
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